RO A [3921] — 104

M.A./M.Sc. (Semester — 1) Examination, 2011
MATHEMATICS
MT-504 : Number Theory
(2008 Pattern)

Time: 3Hours Max. Marks: 80

N.B.: 1) Attempt any five questions.
2) Figuresto the right indicate full marks.

1. @ Let b and c be integers atleast one of them non-zero. Let g be the greatest
common divisor of b and c. Prove that there exist integers x ,and y, such that

g = (b, ¢) = bx, + cy,. 6

b) Provethat 41 (n? + 2) for any integer n. 4

c) Provethat nointegersx, y exist satisfying x +y =100 and (X, y) = 3. 4

d) Evaluate[n, n+ 1] wherenisapositive integer. 2

2. @ Provethatif (8, m) =1, then a®m =1 (mod m). 6

b) Provethat aninteger isdivisibleby 11if and only if the difference between the
sum of the digitsin odd places and the sum of the digitsin the even placesis
divisibleby 11.

c) Show that 2, 4, 6, ..., 2m is a complete residue system modulo m if misodd.

3. @ Let pdenoteaprime. Provethat x2=-1 (mod p) has solutionsif and only if
p=2orp = 1(mod 4). 8
b) Provethat there exist 2011 consecutive composite integers.
c) Show that thereisno x for which bothx = 29 (mod 52) andx = 19(mod 72). 4

4. @) Letf(n) beamultiplicativefunctionandlet F(n) = )’ f (d) . Provethat F(n) is
multiplicative. din 6

b) Let p denote a prime. Prove that the largest exponent e such that pe(n! is

*i[ﬂi}. 5
i=1] P

c) Provethat the number of divisorsof nisoddif and ond if nisapefect square. 5
P.T.O.
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5. @ Provethat if p and g are distinct odd primes, then

(g)(g):(_l){“’;l’ ezt .

q,\p

b) Let p denote any odd prime. Let (a, p) = 1. Consider the integers a, 2a, 3a, ...,

{(IO —1% } a and their least positive residues modulo p. If n denotes the

number of these residues that exceed P 5 then prove that (% ]: ", 6
c) Verify that x°=10 (mod 89) is solvable. 4
6. @ Provethat the product of two primitive polynomialsisprimitive. 5

b) Prove that if a monic polynomial f(x) with integral coefficients factors into
two monic polynomiaswith rational coefficients, say f(x) = g(x) h(x), then

g(x) and h(x) haveintegral coefficients. 6
c) If f(x) and g(x) are primitive polynomials, and if f(x) | g(x) and g(x) | f(x),
prove that f (x) =+ g(x). 5
7. @ Provethat among therational numberstheonly onesthat are algebraic integers
aretheintegersO, £1, +2, ... 5
b) Findthe minimal polynomial of /2 + /3 . 5

c) Provethat thereciprocal of aunitisaunit. Also prove that the units of an
algebraic number field form amultiplicative group. 6

8. @ Provethat every Euclidean quadratic field hasthe uniquefactorizationproperty. 8

b) Let Q(\/ﬁ ) have the unique factorization property. Prove that for any prime
T in Q(\/ﬁ ) there corresponds one and only one rational prime p such that
n/p.

c) Provethat 1-iisaprimein Q(i).

B/1/11/320



RO R [3921] — 201

M.A./M.Sc. (Semester — 1) Examination, 2011
MATHEMATICS
MT-601: General Topology (New Course)
(2008 Pattern)
Time: 3Hours Max. Marks: 80

N.B. : i) Attempt any five questions.
I1) Figures to the right indicate full marks.

1. @ For anon-empty set X, let 3_beacollection of al subsets U of X such that
X —U iseither iscountable or al of X. Then show that 3 _isatopology on X. 6

b) Let (X, 3) beatopological space. Suppose Cisacollection of open sets of X
such that for each open set U of X and each xe U3 an element ce< ¢~ such

that xe C < U, then show that C'is basis for the topology of X. 5

c) Define standard topology, lower limit topology on IR and show that lower
[imit topology isstrictly finer than usual topol ogy. 5

2. @ If Fisabasisfor the topology on X and C'isabasis for topology on Y then
show that thecollection D ={ BxC|Be #,Ce ¢} isabasisfor thetopology
of XXxY. 5

b) LetY =[-1, 1] asasubspace of IR. Which of thefollowing setsareopenin ?
Which areopenin IR ?

i) A={x/%<\x\£l}
D) B:{x/%s\xkl}

) c:{x/0<\x\<1,1ez+}. 6
X
c) Let A be subset of the topological space X and A” denote the set of all limit
points of A, then show that A=A UA’, 5

P.T.O.
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3. @ Show that X is Hausdorff spaceiff the diagonal A ={xxx/xe X }isclosed

in XxX. 6
b) Give an example of two discontinuous functions whose composite function

isacontinuous function, with proper justification. 5
c) State and prove pasting lemma. 5

4. @) Let{X_} beanindexed family of topological spaceswith A < X  for each
o. If TTX , isgiven either the product or box topology then show that,

A, =IIA,. 5
b) Show that R" with box topology is not metrizable. 6
c) Define quotient topology and given an example of aquotient map which isnot
aclosed map ? 5
5. @ Show that theunion of acollection of connected subspacesthat have acommon
point is connected. 5
b) Assuming that IR isuncountable, show that if A is acountable subset of IR,
then R? — A is path connected. 6
c) Show that if X islocally path connected then the components and the path
components of X are the same. 5
6. @ For locally path connected space X, show that every connected open set is
path connected. 6
b) Prove that every compact subspace of a Hausdorff space is closed. 5
c) Show that [0, 1] is not limit point compact as a subspace of Re. 5

7. @ Let X beatopological space. Let one point setsin X be closed. Show that X

isregular if and only if given apoint x e X and aneighbourhood U of x there
is aneighbourhood V of x such that V < U.

b) Show that the space IR, is Housdorff but not regular.
c) Show that every locally compact Hausdorff spaceisregular.

8. @ State Urysohnlemmaand Urysohn Metrization theorem.
b) StateTietze Extension theorem.

c) State and prove Tychonoff theorem. 10

N A O OO O1




RO R 3 [3921] — 201

M.A./M.Sc. (Semester — 1) Examination, 2011
MATHEMATICS
MT-601: Real Analysis—11
(Old Course) (2005 Pattern)
Time: 3Hours Max. Marks: 80

N.B. : i) Attempt any five questions.
I1) Figures to the right indicate full marks.

1. @ Trueorfase?
Bounded continuous function is of bounded variation. Justify your answer. 6

b) Fix f € BV[a,b], and let v(x)=V_.f. Provethat f isright continuous at

x e [g,b] if and only if v isright continuous at X. 6

c) If Pc Qare partitions of [a, b], then provethat L (f;P) <L (f;Q). 4
2. @) Supposethat f” exists and is Riemann integrable on [a, b]. Prove that
b

f e BV[a,b] and V.f = [|f(t)|dt. 6
b) Giveanexampleof asequence of Riemann integrable functionson [0, 1] that

converges pointwise to anon-integrable function. 6
c) If E, and E, are measurable sets, then provethat E,u E, ismeasurable. 4

3. @) Let (E,) beasequence of measurable sets. If E c E ., for each n, then

n+1

prove that m OEn =limm(E,). 6
ne1 n—oo
b) Give an example of uncountable set with finite outer measure. 4
c) Let N be anon-measurable subset of (0, 1) and let f (x) =X-x  (X). Show
that f is non-measurable, but each of the set {f = o} is measurable. 6

4. @) If f :[a,b] = IR isRiemannintegrablefunction, then provethat f isLebesgue
measurable. 6

b) Let f be non-negative and measurable function. Prove that j f =0 ifandonly if
f=0ae. 6

1
c) Show that lim jfn =0 where f_(x) :%.
=<9 1+n°X
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5. @ If (f)) convergesuniformly tof on D, then provethat (f, ) convergesa.e. andin

measureto f on D. 6

b) State and prove Holder’s inequality. 6

c) Letf(x)= xsin(l), x #0, f (0)=0. Find derived number for f at O. 4
X

6. 8 If f:[8,b] - IR isincreasing, then provethat the set of pointsat which at |east
one derived number for f isinfinite has measure zero. 6

b) If f isincreasing on [a, b], then prove that f” ismeasurable, f’>0 a.e., and

b
jf’sf(b)—f(a). 6
c) If (f ) convergestoOin L_ (E), then provethat thereisanull set ACE
such that (f ) converges uniformly to 0 on E\A. 4
7. @ Giveanexamplewheref®e R_[a,b] but f ¢ R, [a,b]. 5

b) If Gisbounded open set, then provethat for every € > 0, there exists a closed
set Fc Gsuchthat m*(F) > m"(G) —«. S

C) Let Ce IR andlet f,g: D — IR be measurable functions. Prove that cf and
f + g are measurabl e functions. 6

8. @ Giveanexampleof afunctionf suchthat f isLebesgueintegrablebutf 2 isnot
L ebesgueintegrable. 5

b) Provethat f isLebesgueintegrableif and only if | f | isLebesgueintegrable. 6

C) Let f :IR— IR be 2rt. Periodic and Riemann integrable on [-rt, xt]. If fis
even, show that its Fourier series can be written using only cosine terms. 5

B/1/11/600



RO AR [3921] — 203

M.A./M.Sc. (Semester — 1) Examination, 2011
MATHEMATICS
MT-603 : Groups and Rings
(2008 Patterns)

Time: 3Hours Max. Marks: 80

N.B.: 1) Answer any five questions.
2) Figures to the right indicate full marks.

1. @ If Gisafinite group then prove that the number of elementsx of G such that

x3 = e (identity) is odd and the number of elements x of G such that x2#eis
even. 6

b) If Gisagroup and if it hastwo elementsaand b such that | a|=4,| b|=2 and
a’b = ba, then find |ab. 5

c) If Gisthesymmetry group of acirclethen show that G has elements of every
finite order aswell as elements of infinite order. 5

2. @) If G=<a>isacyclic group of order n, then prove that G = <ak> if and only
if gcd (K, n) = 1. 6

b) If Gisan Abelian group and contains cyclic subgroups of orders 4 and 5;
what other sizes of cyclic subgroups must G contains ? 5

c) InS,, find acyclic subgroup of order 4 and a non-cyclic subgroup of order 4.

What is the maximum order of any elementin S, ? 5
3. @ Provethat every group isisomorphic to agroup of permutation. 6
b) Prove or disprove:: 5

) If G=HthenAut (G) =Aut (H)
i) If Aut G=Aut HthenG=H.

c) Provethat S;isisomorphic to D5 but S, isnot isomorphic to D». S

P.T.O.
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4. @ i) If Hand K are subgroups of afinite group G with H c K < G then prove
that 3

|G:H|=|G:K||K:H|

i) Show that Q, the group of rational numbers under addition, has no proper
subgroup of finite index. 3

b) If G, and G, are two finite groups and if (g1, )€ G; ® G, then prove that

(01, 92)|=1cm (g1 |g2])- 5
c) Determine the number of cyclic subgroups of order 10in Z;59 @ Z 5. 5

5. @ Definethe centre Z(G), of agroup.

Prove that for any group G, % iIsisomorphic to Inn (G) where Inn (G) is

the group of inner outomorphisms of G 6

G
b) If Hisasubgroup of the centre Z(G), of agroup G such that a iscyclicthen

prove that G isAbelian. Use thisto Show that Inn (Dg) = D, 8
: G
c) If |G|=30and|Z(G)|=5 then what is structure of S ? 2

6. @ If K isasubgroup of agroup G and N isanormal subgroup of agroup G

th that - KN 6
en prove KAN - N
b) Determineal homomorphismsfromZ,,t0Z4,. 6

c) If ¢:U(40) —» U(40) isagroup homomorphism with Ker ¢ =(1, 9,17, 33)
and ¢ (11) = 11 thenfind all elements of U(40) that map to 11. 4
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7. @ Provethat if ndividesthe order of afinite Abelian group G then G hasa
subgroup of order n. 6

b) Find all Abelian groups (up to isomorphism) of order 180. 5

c) How many elements of order 2 aretherein Z, @ Z, ? Usethisto show that
there is no homomorphism from Zg® Z, ®Z, onto Z, ® Z,. 5

8. @ For any group G provethat |G |=X|G:C(a)| where the sum runs over one

element afrom each conjugacy class of G. 5
b) Using Sylow’stheorem, determine all groups of order gg. 5
c) If G anon-cyclic group of order 21 then : 6

1) How many Sylow 3-subgroups does G have ?
i) Provethat G has 14 elements of order 3.

B/1/11/550



AR O [3921] - 206

M.A./M.Sc. (Semester — II) Examination, 2011
MATHEMATICS
MT-606 : Object Oriented Programming with C++
(2008 Pattern)
Time: 2 Hours Max. Marks: 50

N.B. : 1) Figures at right indicate full marks.
2) Question one is compulsory.
3) Attempt any two questions from Q. 2, Q. 3 and Q. 4.
1. Attempt the following (2 mark each) (any 10) : 20
1) Write syntax for accessing array element.

2) What will be output of following C++ program
#include <iostream.h>

voidmain ()
{
inti,j;
for(i=1i<=5i++)
{
cout < <endl ;
for(j=1,j<=1i;j++)
cout << “*";
}
}

3) Givean example of structurein C++.
4) What will be output of following C++ program

#include <iostream.h>
void main ()
{inta;
a=555;
cout < < “value =" < <*pitr;

}

P.T.O.
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5) Interpret thefollowing statement
int « inarray [10];

6) Let‘item’ beaclass

declareitemx;
item x ptr = & X;
Isit truethat = ptrisaliasof x ?

7) What isthe task of constructer ?

8) Definehybridinheritance.

9) Write two types of defining member function of aclass.
10) What istechnique to determine correct function in function overloading ?
11) What is data encapsulation ?

12) What isrange of integer and float ?

2. 8 WriteaC + + program to sort given array of integersin ascending order. 5

b) Writea C++ program to read array of 10 integersin main and print it using a
function prn.

c) Write anote on identifiers and constants.

b) Write anote on basic datatypesin C+ +.

5
5
3. @ Definestructure and write methods of declaring variable. 5
5
c) Write anote on expressionsin C+ +. 5

5

4. @ Whaisfriend function ?What are merits and demerits of using friend function ?

b) Writeaprogram toillustrate how an object can be created (within afunction)
and returned to another function. 5

c) Write anote on local classes. 5

B/1/11/100
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M.A./M.Sc. (Semester — III) Examination, 2011
MATHEMATICS (2005 Pattern) (Optional)

MT-706 : Numerical Analysis (Old)
Time: 3Hours

Max. Marks: 80
N.B.: 1) Answer any five questions.

2) Figures to the right indicate full marks.
3) Use of unprogrammable, scientific calculator is allowed.

1. A) Assume that g(x) and gl(x) are continuous on a balanced interval
(a,b)=(P- 6, P+ d)that contain the unique fixed point P and that starting

value P, ischosenintheinterval. Provethat if ‘gl(X) ‘S K <1Vxe[a, b] then

theiteration B, =g(P,_;) converges toPandif ‘gl(x) ‘ >1Vxe[a, b] thenthe
iteration P, = g(P,,_ ;) does not converges to P.

1
B) Investigate the nature of iteration in part (a) when 9(X)=3(x —2.25)2 :
1) Show that P = 4.5 isonly the fixed points.
i) Use P, = 4.4 and compute pq, P, P3, Py

C) Start withtheinterval [3.2, 4.0] and use the Bisection method to find aninterval

of width h = 0.05 that contain a solution of the equationlog (x) -5+x=0. 5

2. A) Assume that f e cz[a, b] and exist number pe[a, b] where f(p) = 0. If
f’(p) # 0 provethat thereexist a d f 0 such that the sequence{p,} defined by
iteration p, =p, , - f(Per)

F(Py-1)
initial approximation pge [p— 9, p+ ).
B) Let f(x) = (x —2)*:
1) Find Newton-Raphson formula.

.Fork =1, 2... convergesto p for any

i) Start with py = 2.1 and compute py, p,, P3.
i) Isthe sequence converging quadratically or linearly ?

P.T.O.
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C) Solve the system of equation :

-

Using the Gauss Elimination Method with partial Pivoting.

211 -2]x
4 0 2 1 X2
3272 0 X3

132 -1 x4

—10 |

-5

8

3. A) Explain Gaussian Elimination method for solving asystem of mequationinn
knows.

B) Find the Jacobian J(X, Y, Z) of order 3 3 at the point (1, 3, 2) for the functions :

Y

B2 =X3-Y24Y =Z4 5 (X, Y, 2) =XY +YZ+XZ, T3(X, Y, 2) = —. 5

C) Compute the divided difference table for f(x) =3 x 2% :

X

1.0 00

fx) : 15 3.0

Write down the Newton's polynomia P,(x).

1.0
6.0

20 30
120 240

4. A) Assumethat f e C"*[a, b] andx,,x,, ... X € [a b] aeN +1nodes. If x € [a,b]
then provethat :

f(x) = Py(x) + EN(X)

Where Py (x) isapolynomial that can be used to approximate f(x) and E,(x)

isthe corresponding error in the approximation.

B) Consider the system :
5x-y+z=10
2Xx+8y—-—z=1
—X+y+4z=3

And use Gauss-Seidel iterationto find P, P, P;. Will thisiteration convergence
to the solution ?
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C) Find thetriangular factorization A = LU for thematrix :

5. A) Assumethat f € C°[a, b] and that x —2h, x —h, X, x + h, X + 2h € [a, b].

Provethat :
f,(x):—f(x)+2h+8f(x+h)—8f(x—h)+f(x—2h). 6
12h
B) Let f(x) = x3find approximation for f’(2). Useformulain Part (a) with
h =0.05. 5
C) Use Newton's Method with the starting value (p,, g,) = (2.00, .25). Compute
(pl, ql) (pl, ql); (p2, q2) for the nonlinear system;
X2—2X—y+05=0,x2+4y2-4=0. 5
6. A) Assume that Xj =Xyt hj are equally spaced nodes and fj = f(xj). Derive the
X9 h
Quadratureformula | f(x); —(fo+4f +f,). 6
Xo 3
ax
B) Let f(x) = zX. Use cubic Langranges interpolation based on nodes :
Xg=0,X; =1, X, =2, X5 = 3to approximate f (1.5). 5

C) Consider f(x)=2+4dn (2\/; ) Investigate the error when the composite
trapezoidal ruleisused over [1, 6] and the number of subinterval is 10. 5
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7. A) Use Euler’'s method to solve the |.V.P:

y' =—ty over [0, 0.2] with y(0) = 1. Computey,, y, with h = 0.1. Compare
the exact solution y (0.2) with approximation. 8

B) Usethe Runge-Kuttamethod of order N = 4 to solvethel.V.P y’ =t2—y over
[0, 0.2] with y(0) = 1, (takeh =0.1). Comparewithy(t) =—et+t2 -2t +2. 8

8. A) Use power method to find the dominant Eigen value and eigen vector for the

matrix :
0 11 -5
A=|-2 17 -7 3
-4 26 -10
B) UseHouseholder’smethod to reduce thefollowing symmetric matrix to trigonal
form: 8
211

A=1110
101

B/l/11/140
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M.A./M.&c. (Semester — V) Examination, 2011
MATHEMATICS
MT — 803 : Differential Manifolds
(New Course)
(2008 Pattern)

Time: 3Hours Max. Marks: 80

N.B. : 1) Attempt any five questions.
2) All questions carry equal marks.
3) Figuresto the right indicate full marks.

1. @ LetM beak-manifoldin IR" of classC". Let a,g:Ug — Vg and oy : U; — Vy
be co-ordinate patcheson M, with W =V A V; nonempty. Let W; = oci_l(W) :

Then prove that oqlooco :Wo — W isof classC'and its derivativeis

non-singular. 8
b) Show that the unit circleisa1-manifoldin IR?. 4
c) Find centroid of the parametrized curve o(t) = (acost,asint), O<t<m. 4

2. d LetUbeanopensetin IR" and f :V — IR beof classC'. Let
N =:{xe R" :f(x)>0}. Show that N isan n-manifold in IR". 6

b) If ® and n are 1-formsin IR® given by @ = XX, dx; + 30X, — X,X,0X and

N =X, dX; — X, X2 dX, + 2X; dXg. Find d(@ A m). 6
c) Find the area of the 2-sphere S%(a) of radiusain RS. 4
3. @ For every form o, show that d(dw) = 0. 6

b) Define boundary of a manifold. Find the boundary of Et2 (8= s? (@n H3. 6

c) Let B:H’ — IRZ bethemap B (x) = (x, x2) ; let N be the image set of .

Show that N isa 1-manifoldin IR2. 4
P.T.O.



[3921] — 403 2- R0 T

4. @) LetM beak-manifoldof classC" IR" and pe M . Define the tangent space to
M at p and show that the definition isindependent of the choice of co-ordinate

patch at p. 6
b) Let V be avector space of dimension n. If AK(V) is the space of alternating
k-tensor on V, find abasis and dimension of AK(V). 6
10
c) If X=[0 1 |, findV(X). 4
ab
5. @ Letk> 1 If Misan orientable k-manifold with non-empty boundary, then
provethat oM isorientable. 8
b) Define exact differential form. 1f w = X% YW isa1.form on IR? - 0;
then isw an exact form ? Justify. Ty 8
6. @ State and prove Green's theorem. 8
b) If T:V — W isalinear transformation, and if f, g are alternating tensors on
W, then with usual notation, provethat T"(f Ag)=T f AT g. 4
c) LetF(X,Y)=x,y;+ X3y,. ExpressAF asalinear combination of elementary
aternating tensors. 4

7. d LetAbeanopensetin IR¥ and o,: A — IR" beof classC™ . If wisan I-form
definedinanopenset of IR" containing o.(A), then provethat o (dw) =d(o'w). 8

b) Let A bethe open unit ball in IR?. Let o.: A — RS be given by the equation
o(u, v)=(u, v, (- u2—v2)y2). If Y, istheimage set of o, then evaluate

| lm(xldszdx3—x2dx1/\dx3+x3dx1/\dx2)_ 3
Yo IX]
8. @ If Gissymmetric, show that AG = 0. 4

b) If ®mandn areforms of orders k and | respectively, then prove that

d(@An)=doan+(=)Km A dn
c) State Stoke's theorem. 4
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M.A./M.&c. (Semester — V) Examination, 2011
MATHEMATICS
MT — 803 : Measure and Integration (Old)
(2005 Pattern)

Time: 3Hours Max. Marks: 80

N.B.: i) Attempt any five questions.
i) Figuresto the right indicate full marks.

1. @ Show that u(E; A Ey) =0 implies pE; pE, provided that E; andE, areinB. 4

b) If E e B, then prove that M(lUlEl )S D ME; 6
= 1=1

c) Let f be an extended real-valued function defined on X. Then show that the
following statementsareequivalent :

) {x:f(x)<o}eB for each o
i) {x:f(x) <o} e Bforeach a
i) {x:f(x)>a} e Bforeach a
Iv) {x:f(x)> o} e Bforeach a. 6
2. @ State and prove Fatou's Lemma. 6
b) If f and g are non negative measurable functions and a and b non-negative
constantsthen [ a +bg=af +b|g. Wehave [ f >0 with equality only if
f=0ae. 6

c) Show that if <E;>isasequence of measurable sets, u( U E; J<oo andlimE;
1=1

exists, then show that p (limg;) =limu(E;). 4

3. @ State and prove Hahn Decomposition theorem. 6
b) Let E be ameasurable set such that 0 < VE < o . Then prove that thereisa

positive set A contained in EwithV(A) > 0. 6

c) Letf beacontinuous function and g a measurable function show that the
composite function (fog) is measurable. 4
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4. @ Let (X, B, 1) beafinite measure space and g anintegrabl e functions such that
for some constant M, H gq)du‘ <M Hq)Hp for all smple functions ¢ . Then

show that ge LY. 8

b) TheclassB of 1" -measurable setsisa ¢ -algebra. If T isp” restricted to B,
then show that I is acomplete measure on B. 8

5. a) Define product measure. Let { (A, x B;)} be acountable digoint collection of
measurabl e rectangles where union is ameasurable rectangle A + B. Then

provethat A (A +B)=>A(A; +B,). 6
b) Defineinner measure. Let B beap” -measurableset with * B > oo Then show

that ,.B=pu"B. 6
c) Show that every countable set has Hausdorff dimension zero. 4

6. @ Let U bea Bair measure on alocally compact space X and E a ¢ -bounded
Baire set in X. Then provethat for e >0

1) Thereisa ¢ -compact open set Owith Ec O and u(O~E) <e.
i) uE=sup{uK :K c E, K acompact Gg} . 8

b) Let u* beatopologically regular outer measure on X. Then show that each

Borel setisp” -measurable.
c) Definethefollowingterms:

I) Outer measure
i) Bairemeasure
i) Hausdorff measure

IV) o -Algebra.
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M.A./M.Sc. (Semester — 1) Examination, 2011
MATHEMATICS
MT —501: Real Analysis—|
(2008 Pattern)
Time: 3Hours Max. Marks: 80

N.B. : 1) Attempt any five questions.
2) Figuresto the right indicate full marks.
1. @ State and prove Fatou’'s lemma.
b) Find the Fourier seriesfor the function
f(x) = 1if -m<x<0
= 0if 0<x<m

c) StateAscoli-Arzelatheorem.

2. @ If fisameasurable function then show that |f | is measurable.
b) State and prove L ebesgue’'s monotone convergence theorem.

o1 0 W DN

¢) Findthe Bernstein polynomials of degree 1, 2 and 3 for f(x) = x.

3.9 If {f} :;1 Is an orthonormal sequence in an inner product space V, then,

show that for every f c v , the series Y.< f,f, > converges and
k=1

St >f < [ 8
k=1

b) Show that Lebesgue measure of a cantor set is zero. 4

C) Let E < [a b]. Show that E ismeasurableif and only if its characteristic
functionismeasurable. 4
4. @ Show that C ([a, b] ) with supremum norm is complete. 6

b) Trueor false? Justify. Thereisno function defined on (0, 1) that is continuous
at each rational point of (0, 1) and discontinuous at each irrational

point of (0, 1). 5

c) State and prove HoOlder’sinequality. 5
P.T.O.
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5. @ Show that the closed unit ball of C([0, 1]) is not compact. 6

b) Let X beacomplete metric space and T acontraction from X to X. Show that
there existsaunique point x ¢ x withT = x. 6

c) If {f,}~ isasequence of measurable functions then show that sup f, is
measurable. 4

6. @ If fisRiemann integrablethen show that it isLebesgueintegrable and the
values of two integralsare equal. 8

_ _ 1 cosnx sin mx _
b) Show that the trigonometric system Jon Jn ' I nm=1,2,..1is

orthogona in L*([-=, ], m). 6
c) State Stone-Welerstrass theorem. 2
7. @ State and prove Cauchy-Schwarz inequality. 6
b) Show that the step functions are densein LP(u) for P, 1< P<eo. 5
c) Give an example of asequence of functions which is pointwise convergent
but not uniformly. Justify. 5
8. @ If asubset of a metric space is compact then show that it is sequentially
compact. 6
b) If f and g are measurable functions then show that f + g is measurable. 5

c) Trueor fase?Justify. If fisRiemannintegrableandf =gamost everywhere,
then gisalso Riemannintegrable. 5

B/1/11/285
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M.A./M.Sc. (Semester — 1) Examination, 2011
MATHEMATICS
MT : 503: Linear Algebra
(2008 Pattern)

Time: 3Hours Max. Marks: 80

N.B. : i) Attempt any five questions.
i) Figures to the right indicate full marks.

1. @ Provethat if W, and W, are subspaces of vector spaceV. Then W, UW; isa
subspace of V if and only if Wy ¢ W, or W, ¢ W;.
b) LetV befinitedimensional vector space over K then prove that the following
statements are equivalent for a subset B of V.
1) Bisabasis
ii) B isaminimal generating set, that isno subset of B can generate V.
i) Bisamaximal linearly independent set.

C) Let W= {[xlxzxg,xll]t € IR4/2x1+3x2=4x3+ X4 } show that W isa
subspace of IR*. Find basis of W and extend it to form a basis of IR*

2. @ LetT:V—> v bealLinear transformation. Provethat T Isinjectiveif and
only if Ker(T)={0}.

b) Let V be avector space over K and Let W, and W, be subspaces of V then
show that

(W]_ + Wz)/W2:W1/W1 NW,.

c) If Sand T areidempotent linear operators on avector space V then show that
I) | =T isidempotent. | isidentity operator.
i) S+ T isidempotent if ST=TS=0.

P.T.O.
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3. @ LetV beafinite vector space over K and let X and Y be subspaces of V.
Provethat :

) (X+Y)°=X°nY°
i) (XNY)°=X+Y°
Where S° isthe annihilator of S. 6

b) Provethat aLinearly independent subset of afinite dimensional vector space
can be extended to form a basis of the vector space. 5

c) Findtheeigenvaluesand eigenvectors of the matrix 5
2 1 1
A=l 2 3 4
-1-1-2

4. @) State and prove the primary decomposition theorem for finite dimensional
vector space with linear operator T on V. 8

b) If A and B are similar matrices with entriesfrom field K then prove that
M, (X) = M_(X) i.e. minima polynomiasare same. Isconversetrue ? Justify. 5

c) Determinewhether T : R’ R3,

X X+1
Ty |= linear transformation. 3
z i

5. @ Provethat twotriangulable nx n matricesaresimilar if and only if they have

the same Jordan canonical form. 6
b) Find the Jordan form for the matrix 6
(101 1]
0101
A =
0010
(0001

c) State Cayley-Hamilton theorem and illustrate by an example. 4
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6. @ If Visaninner product space over thefield R and if u,ve V then prove that
: 2 2 2 2
) Ju v+ u=v]" = 2ul + 2V
i) Hu+vH2—Hu—vH2:4<u,v>. 6

b) Use Gram-Schmidt Orthonormalization processto obtain an orthonormal basis
spanned by the following vectors in the standard inner product space IR

{u=(1,1,1,u=(-1,10),u,=(1, 2 1)}. 6
c) Provethat a Jordan chain consists of Linear independent vectors. 4

7. @ LetV and W befinite dimensional inner product spaces over F and L et
Te L(V,W). Show that

i) Ker T"= (imT)" and

imT = (KerT)"
i) V=KerT@® imT and
W=imT @ Ker T". 6
b) Provethat the eigen values of a unitary operator have absolute value 1. 5
102
c) Lee A=|010]|e R%. Find a polar decomposition of A. 5
000

8. @ LetV beavector space over K and let f, g be Linear form on V. Prove that

the mapping ¢(x +y) =f(x)g(y) isabilinear formonV. 8
b) State and prove Schur’s theorem. 6
(1 2 3 4]
: : , 0211
c) Findtheeigen valuesof the matrix A = : 2
0032
10004

B/1/11/355
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M.A./M.Sc. (Semester — 1) Examination, 2011
MATHEMATICS
MT-505 : Ordinary Differential Equations
(2008 Pattern)

Time: 3Hours Max. Marks: 80

N.B. : i) Attempt any five questions.

i) Figuresto the right indicate full marks.

1. @ Lety (x)andy, (x) betwo solutions of the equation y” + p(x)y” +q(x)y =0
ontheinterval [a, b]. Provethaty, (x) andy, (x) arelinearly dependent on
[a, b] if and only if their Wronskian isidentically zero. 8

b) Show that y = c & + c,e* isthe general solution of y”—4y’+4y=0. 4

c) Ify, =xisonesolution of x*y”+ xy’—y =0 then find y, and the general

solution. 4

2. @ Explainthemethod of solving thelinear non-homogeneousdifferential equation
y”+P(X)y’ + Q(x)y = R(x) by using variation of parameter. 8

b) Find the general solution of y” —y’ — 2y = 4x>. 4
¢) Findthe normal form of the equation :
Xy +xy"+ (x* —p®)y =0 4

3. @ Using the method of Frobenius series solve the differential equation :

2.7

2xy "+ x(2x+1)y' —-y=0 8

b) Find the particular solution of thedifferential equation y” -3y’ — 4y =¢™*
using method of undetermined coefficients. 8

P.T.O.
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4. @) Lety (x)andz(x) benontrivia solution of y” + q(x)y =0 and z’ +r(x)z=0,
where g (x) and r (x) are positive functions such that g (x) > r (x). Prove that
y (X) vanishes at least once between any two successive zeros of z (X). 8

b) Show that the series

NG x* x©

-+ — -
12 1234 123456

y=1

is solution of equation y”=-y. 4
c) Findtheregular singular pointsof the differential equation :
(1-x*)y"+y +xy=0. 4

5. @ Provethat the function E (X, y) = ax?+ bxy + cy? is of negative typeif and
only if a<0and b?-4ac < 0. 5

b) Find the Liapunov function E (X, y) so that the point (0, 0) is astable critical

—=—2Xxy

point of the system ; J dt . 3
d_y — 2 y3
dt

c) If therootsm, and m, are real, distinct and of the same sign, then prove that

critical point (0, 0) isanode where (0, 0) isacritical point of the system.

ax _ X+b
dt_al 1Y
d
—d¥=a2x+b2y'
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6. @ Determine the nature and stability properties of the critical point for the
following system
dx

—=2X-2y+10
dt Y

dy

— =11x-8y+49

at y 5
b) For thefollowing system

1) Findthecritical points.

i) Find the differential equation of the paths.

i) Solve this equation to find the paths and
Iv) Sketch afew of the paths.

—d_X__y

dt
<

ﬂ:x . 8
[ dt

c) Replacethedifferential equation y” =1 by an equivalent system of first
order equation. 3

7. @ Show that

x(t) = 2e™ x(t)=¢e™
and :
y(t) =3e" y(t)y=—e"'

are solutions of the homogeneous system.

dx
—=X+2
dt Y

dy
—=3X+2
dt Y

and they arelinearly independent, write the general solution of thissystem. 8
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b) Solvethefollowing system

dx dy
—=X+Yy, —=4x-2
dt Y dt Y 8
8. @ Solvetheinitial value problem % =x+Y; y(0)=1.Using Picards method
X
and compare the result with exact solution. 8
b) The differential equation y”—2xy’+ 2Py =0 has the series solution of the
formy = Z(,)anxn . Show that the coefficient a_arerelated by recursion formula
2 2(n_p) an;nz:l' 6
(n+2)(n+1)
c) Findthe particular solution that satisfiesthe giveninitial condition;
ﬂzZSinX COSX . 2

dx

B/1/11/265
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M.A./M.Sc. (Semester — 1) Examination, 2011
MATHEMATICS
MT-602 : Differential Geometry
(2008 Pattern)

Time: 3 Hours Max. Marks : 80

N.B. : 1) Attempt any five questions.
2) Figures at right indicate full marks.

n+1

1. @ Let S:f_l(C) be n-surface in IR, where f:U — IR IS such that

Vi(q) =0 for all ge s and let X be a smooth vector field on U whose

restrictionto Sisavector tangent fieldon S. If ¢,: | — U isany integral
curve of X such that ¢ (to)e S for some toe | then prove that o (t)e S
for al te l. 6

b) Find the integral curve through P = (1, 1) of the vector field
f(X1, X5) = (X0, Xq). 5

) Sketch the level sets and graph of functions f : IR® — IR defined by
f(xy,Xp) =x5—xZa height C=-1, 0, 1. 5

2. @ LetX be smooth vector field on an open set Uc IR™? and let Pe U. Then
show that there exists an open interval | containing O and an integral curve

ol — yof X such that
1) a(0)=P
2) If B:1— Uisany other integral curve of X with B(0) =P, then I |
and B (t) = o (t) for all te 1. 8

b) Show that graph of afunction f -y — IR, US IR" is n-surface. 5
c) Define:
1) Tangent space 3

i) Unit n-sphere
i) Cylinder.

P.T.O.
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3. 9

b)

b)

b)

Sketch the surface of revolution obtained by rotating C about x; — axis
where C is defined by x2 + (x, —2)* =1. 6

Let Sc IRn+lbe connected n-surface in IRn+1. Show that there exist on S
exactly two unit normal vector fields N, and N, and N, (P)=-N,(P)for all
Pe S. 5

Find the length of parametrized curve o.: [0, 2r] — IR3 defined by
a(t) = (/2 cos2t, sin2t,sin 2t) . 5

Let S be compact oriented n-surfacein IR ™1 exhibited as level set f(C) of

the smooth function f : IR™* — IRwith Vf(p) #0 vpe S. Then show that
Guass maps S onto the unit sphere S". 10

Find velocity, acceleration and speed of parametrized curve.
ol — IR* defined by a(t) = (cost, sint, 2cost, 2sint). 6
For each a, b, ¢, d,e IR prove that parametrized curve

o(t) = (cos(a + b),sin(at + b),(t+d) is geodisic in the cylinder
x2 +x3=1in IR 3 sketch figure for a= 0, ¢ = 0. 6

Let Sbe an n-surfacein IR™. Let o.: 1 — S be parametrized curvein S, let

toecland ve Su(to)- Then show that there exists a unique vector field V,

tangent to S along o, which is parrallel and has V(to) =v. 8

Define:
a) Guass-Kronecker curvature
b) Mean-Curvature. 2
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6. @ Show that Weingarton map is self adjoint. 6
b) Compute Weingarton map for the sphere xf + x% + x% + xﬁ = r? oriented by
inward unit normal vector field (r > 0). 6

) Compute V,f where f:IR3 — IRis given by f(x;, X5, X3) = X; X, Xa,
v=(L1L114aDb,c). 4

7. @ Find curvature K of oriented plane curve defined by x?—x3=1,%; >0. 5

b) Define 1-form. If n is 1 form on IRZ—{O} defined by

—X2 X1
n= dxq{ + ——=—50dx A :
xf +x§ 1 xf +x§ 2 then show that line integral of n with respect

to any closed peicewise smooth parametrized curve in |R 2 —{0} is2nK
for some integer K. 8

c) Sketch vector field on |R2: X(P) = (P, X (P)) where X(P) = (0, 1). 3

8. @ Let C be oriented plane curve. Then show that there exists a global
parametrization of C iff C is connected. 12

b) Let V befinite dimensional vector space with dot product andL : V —V be
a self adjoint linear transformation on V, then show that there exists an
orthonormal basis of V consisting of eigenvectors of L. 4

B/1/11/560
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M.A./M.Sc. (Semester — 1) Examination, 2011
MATHEMATICS
MT — 604 : Complex Analysis
(2008 Pattern)

Time: 3Hours Max. Marks: 80

N.B. : 1) Attempt any five questions.
2) Figuresto the right indicate full marks.

1. & If Xa,z" isagiven power series with radius of convergence R, then prove
that

R =1Iim

if thislimit exists. 6

n+1

b) Let f (2) = zoanz“ have the radius of convergence R > 0. Prove that the
n=

n-1 .
na,z" ~ hasradius of convergence R. 5
n=1

C) Let f : G— C beanaytic and that G be connected. Prove that

1) If f (2) isred for al zin G then f is constant.

2) If f isanalytic on G then f is constant. 5

2.d Let Gand ( be open subsets of C. Let f:G—>C and g:Q—>C are
continuous function such that f (G)c Q and g(f (2))=z VZe G.If gis
differentiableand g’ (z) # 0 then provethat f is differentiable and

|
"@=7r @) °

b) Define Mdbius transformation. Prove that every Mobius transformation

maps circlesof C_ onto circlesof C_,. 5

c) Evauatethecrossratio (7+i, 1,0, « ). 3

P.T.O.
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5z-2
3. @ State and prove Cauchy’s Residue theorem. Hence evaluate é 7 (z—1) dz

where Cisthecircle| z | = 2 described in anticlockwise direction. 8

b) Show that a Mdbius transformation isacomposition of translation, dilation

and inversion. 4
1 .
c) Evaluate] ~dZ Z#Owherer () = &' 0<t<2n. 4
r
o n
4. @) LetfbeanayticinB (a; R) thenprovethat f (z) = Ya,(z—a) for
n=0
f ™ (a) . .
|z-a|<R, a, = ' and this series has radius of convergence > R. 6
n

b) Letfbeanayticinthedisk B (a; R) and supposethat y isaclosed rectifiable
curvein B (a; R). Provethat Jf =0, 5
r
2M iS

c) Provethat |
0

ds=2M if |z]|<1. 5

5. @ Let y beaclosed rectifiable curvein C. Prove that (v ; @) is constant for
‘a belonging to acomponent of G=C —{y}. Also, provethat n(y ;a =0
for abelonging to unbounded component of G. 6

b) State and prove Liouville'stheorem. 5

c) Let G bearegion and let f and g be analytic functions on G such that
f(2)g(2) =0V Ze G. Show that either f =0 or g=0. 5

6. @ Let G bean open subset of theplane f : G — C an analytic function. If y is

aclosedrectifiablecurvein Gs.tn (v ; w) =0for al win C - G then prove
that for ain G —{r}

N a)f @)=t 2 dz, 8
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b) If Gissmply connectedand f : G — C isanalyticin G then provethat f has
aprimitiveinG. 6

c) State Goursat’s Theorem. 2

7. @) If Gisaregion with ‘@ in G and if f is analytic on G —{a} with a pole at
z = athen prove that thereisanalytic function g: G — C and a positive

9(2)
i f(2)=
integer M such that f (2) (z—a)™" 6
b) State and prove Casorati-Weierstrass Theorem. 6
c) Letf (2)= 22 1givetheLaurentexpansionoff(z)intheannulusann(z;1, 3. 4
Z —

8. 8 Let Gbearegionin C and f an analytic function on G Suppose there is a

constant. M such that lim sup |f (2) |<£M foradl ain 0,.G. Prove that

Z— a
|f(2)|<M fordlZinG. 5
b) State and prove Schwarz's Lemma. 6
Sh T X dx = 5
c) Show LT Nk

B/1/11/575
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M.A/M.Sc. Examination, 2011
MATHEMATICS
MT — 605 : Partial Differential Equations
(2008 Pattern)

Time: 3Hours Max. Marks: 80

N.B. : i) Attempt any five questions.
i) Figuresto the right indicate full marks.

1. @ Find the general solution of x2p + y2q= (X +V) z.

b)SoIve:d—dexz dz :
y —-X 2x-2y

c) Explain the method of solving the following first order partial differential

eguations:
8 f(p. g =0,
b) f(z,p,q) =0.
2. @ Reduce the equation gxil; =x?2 % to canonical form.

b) Show that the pfaffian differential equationy dx +xdy +2zdz=0is
integrableand find itsintegral .

c) Definecompatible systemsof first order partial differential equations. Give

an example of compatible system of first order partial differential equations.

3. @ Obtain D" Alembert’ssolution for theinitial value problem:

200 i =

u(x,0)=f(x),u(x, 0)=g(x).

b) Explain Jacobi’s method to find completeintegral of f (x, y, z, u,, Uy, u,) = O.PT

8
8

0.
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4. a) Findtheintegral surface of thedifferential equation

(x—y)p+(y—x—2z)q=2z passing through thecirclez =1, x2 + y2 = 1. 8

b) Find the characteristic strips of the equation xp + yg— pg = 0 and obtain the

equation of the integral surface through the curve z = % , y=0. 5
c) Classify second order linear partial differential equations. 3
5. @ Find completeintegral of (p2 + qz)y = gz by Charpits method. 8

b) Using variable separablemethod solve: u,, +U,, =0, O0<x<a, O<y<b
with boundary conditions
u(x,0)=f (x) 0<x<a
u(x,b)=0 0<x<a
u(0,y)=0 0<y<b
u(ay)=0 0<y<bh. 8

6. @ If u(x,y)isharmonicinabounded domain D and continuousinD=D|JB.

Prove that u attains its maximum on the boundary B of D. 8
b) Show that the solution of the Dirichlet problem if it existsthenitisunique. 4

c) Show that the equation u,, — 2x” u,, + U,y + U,, =0 isHyperbolicif |x|>1,

Parabolicif |x|=21andédlipticif |x|<1. 4
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7. @ State and prove Harnack’s theorem. 8

b) Provethat thesolutionu (x, t) of thedifferential equation u, — k u, = F (X, t)

0<x<I,t>0satisfyingtheinitial conditionu (x, 0)=f (x) 0<x <| andthe
boundary conditionu (0,t) =u (I,t) =0, t >0 isunique. 5

c) Eliminate the parameters o, and B from the equation z= ax + By and find
corresponding partial differential equation. 3

8. @ Solveu; —ku, =F(x,t), —ec <X <o t>0withinitial conditions
u(x,0)=0, u,(x,0)=0, —co<X<o0. 8

b) State the condition that the one parameter family of surfacef (X, y, z) =cis
said to be equipotential. 3

c) Show that the family of surfaces f (x,y, z) =x2+y2+z2=c, ¢>0is
equipotential and find potential function. 5

B/1/11/550
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M.A./M.Sc. (Semester —I11) Examination, 2011
MATHEMATICS
MT-701 : Functional Analysis (New)
(2008 Pattern)

Time: 3Hours Max. Marks: 80

Instructions. 1) Attempt any five questions.
i) Figures to the right indicate full marks.

1. & Let N beanormed linear space. If S={xe N || x |=1 iscomplete then,
prove that N is a Banach space. 6

b) Define the norm and prove that norm is a continuous function. 4

c) Let N and N’"be normed linear spaces. If N”is aBanach space then, prove

that B (N, N) is also a Banach space. 6
2. @) If Nisanormed linear space and X, isanon-zero vector in N, then prove that
there existsafunctional f in N* such that f (x.) = || X || and || f,[| = 1. 6
b) Givean example of reflexive Banach space. 2
c) State and prove open mapping theorem. 8

3. @ Provethat a non-empty subset X of anormed linear space N is bounded if

and only if f(X) isabounded set of numbersfor each f in N*. 6

b) Let T be an operator on a Banach space B. Show that T hasaninverse T if
and only if T* hasaninverse (T*)™, and that in this case (T*)™ = (T)*. 6
c) LetT:l,—1, bedefined by T(x,, X, ...) = (0, X, X,, ...). Find T*. 4

4. @) State Cauchy Schwarz inequality, and provethat theinner product in aHilbert
space isjointly continuous. 6
b) Show that the Parallelogram law is not truein Iln(n>1). 6
c) LetX = IR2. Find M if M = {x} where x = (x,, y,) 0. 4

P.T.O.
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5. @ If Misaclosed linear subspace of a Hilbert space, then prove that
H=M®M". 6

b) Let{e,e, ..., e} beafinite orthonormal setin aHilbert space H. If x isany
vector in H, then prove that :

n 2 2
> [oce) | <[],
1=

further

n
X_zi(x’ei)ei—]—ej for each j. 6
=

c) Let H beaHilbert space and show that H* isalso aHilbert space with respect
to the inner product (f,, fy) = (X, Y). 4

6. @ Provethat an operator T on aHilbert space H isself-adjoint if and only if
(Tx, x) isreal for all xe H. 6

b) Provethat an operator T on aHilbert space H isnormal if and only if
IT*x]|| = |[Tx|| for every xe H. 6

c) Provethat the adjoint operation T— T* on B (H) hasthe following properties:

) (aT)*=aT*;
i) (TiT2)*=ToTy. 4
7. @ Show that unitary operators on a Hilbert space H from a group. 5

b) If Pisaprojection on aHilbert space H with range M and null space N, then
provethat M LN if and only if Pisself-adjoint; and in thiscase, N = M. 6
c) Show that aprojection P on a Hilbert space H satisfies
O<P<I.

Under what conditions (i) P=0, (ii) P=1? 5
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8. @ Let T beanormal operator onaHilbert space H with spectrum{Ai, A2,..., Am}
and use the spectral resolution of T to prove the following : 6

1) Tispostiveif andonly if A; >0 for eachi;
i) Tisunitary if and only if | Ai|=1for eachi.
b) Letthedimensionnof aHilbert spaceH be?2, let B ={e, - e} beabasisfor H,

and assume that the determinant of a 2x2 matrix [o] is given by
010l — 0oLy, IT T isan arbitrary operator on H whose matrix relativeto B

iS[OCij ], show that T2 — (0611 + OC22) T+ (06110(22 — (X12(Xz1) | =0. Giveverba

statement of thisresult. 4
einx
c) Show that <——¢ isan orthonormal setin L 5[0, 2x]. 6

B/1/11/195
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M.A./M.Sc. (Semester — III) Examination, 2011
MATHEMATICS
MT-702 : Ring Theory (New)
(2008 Pattern)

Time: 3Hours Max. Marks: 80

N.B. : i) Answer any five questions.

ii) Figures to the right indicate full marks.
1. @ DefineaBoolean ring. Provethat every Boolean ring iscommutative. 5

b) If Rand Sareringsand ¢: R — S isaring homomorphism then provethat: 7
i) Kernel of ¢ isanideal of R.
i) Therange of ¢isasubring of S.

ii) %%(R).

c) If Rand Saretwo non-zero rings with identity | and I respectively and if
¢ : R — S isanon-zero homomorphism of ringssuchthat o (1 ;) # | ;then prove
that ¢(l) isazerodivisorinS, 4

2. @ Provethat thecommutativering Rwith 1lisafieldif and only if itsidealsare
only 0 and R. 5

b) If Risafinitecommutativeringwithidentity 1then provethat theided | inRis
primeidea inRif andonly if | isamaximal idea inR. 6

c) If Risacommutativeringwith 1 » Oandif aisanilpotent elementin R then
show that 1 + aisunitinR. 5

P.T.O.
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3. @ Provethat thering of Gaussian integersZ [i] isaEuclidean domain with

respect to thenorm, N (a+ib) =& + b?forany a+ bi € Zi]. 6
b) Show that theideal (2, x) isnot the principal ideal inthe polynomia ringZ[x]. 5§

c) If Ris aring of all continuous functions defined on [0, 1] and if

| ={fe R/f (}é):f(%)= O} then show that | isanideal in R but not aprime
ideal inR. 5

4. @ If Risaprincipal ideal domainthen provethat every irreducibleelementin R
iIsaprime. 5

b) Prove or disprove

If aand b are associates in the ring R then they are associates in any subring
Sof R 5

c) i) Show that the quadraticinteger ring Z [4/_5J Is not a unique factorization
domain. 4

ii) List the proper factorsof 9in 7 [«/_ 5J. 2

5. @ If Risacommutativeringwith 1 then provethat polynomial ringin morethan
onevariable over Risnot aprincipal ideal domain. 6

Hx]
b) If f (xX) isapolynomial in F (x) then prove that m isafieldif and only if

f (x) isirreducible. 5

c) If RisUFD and Fisthefield of fractions of R. Provethat if P (x) isamonic
polynomial that isirreduciblein R [x] then P (x) isirreduciblein F [x]. 5
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6. @ Define Dedekind Hasse-norm. Provethat if RisaPID thenthereexist a
multiplicative Dedekind-Hasse normon R. 7

b) If Risquadratic integer ring then prove that 9
I) Theelement ¢ isaunitinRifandonly if N (o) = £ 1.
i) If N (o) isaprime(inZ.)then o isirreduciblein R.
i) If R=2z[i], aring of Gaussian integersthenisittruethat 2isaprimez[i] ?
Justify.

7. @ State and prove Eisenstein’s criterion for irreducibility and hence show that

the polynomial x*+ 10x + 5in z[x] isirreducible. 6

b) Find al monicirreducible polynomials of degree < 3inF, [x]. 5
7]

c) Provethat the quotient ring m isafield of order 2. 5

8. @ Proveor disprove : A subring or aquotient of a UFD is UFD. 6

b) Show that the polynomial f (X) =xin é[X] Isnot anirreducible polynomial. 5

c) Construct thefield with 49 elements. 5

B/l/11/205
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ML.A./M.Sc. (Semester — III) Examination, 2011
MATHEMATICS (Optional)
MT-704 : Measure and Integration (New)
(2008 Pattern)
Time: 3Hours Max. Marks: 80

N.B : i) Attempt any five questions.
ii) Figures to the right indicate full marks.
1. 8 Definethefollowingterms:
I) c-agebra i) Measurable space
i) Finitemeasure Iv) Complete measure 4

b) If E’s are measurable setswith nE, <~ and E, > E;,, then prove that

i+1

c) Let (X, B) be ameasurable space. If u and v are measures defined on B,
then show that the set function ) defined on B by AE =uE + VE isalsoa

measurable. 6

2. @ Let C beaconstant and the functions f and g are measurable. Prove that the
functionsf + ¢, cf, f + g, f.g and f\, g are measurable. 6

b) Let u beacomplete measure and f isameasurable function. If f =ga.e. then
show that g is measurable and verify theresult if complete is omitted. 6
c) Show that if u iscomplete, then E, € B and u(E, A E,) =0 imply E,e B. 4

3. @ Let(f ) beaseguence of non-negative measurable functionswhich converges
almost everywhereto afunction f and f <f for all nthen prove that

[f =lim [f . 6
b) Let f and g areintegrable functions and E is a measurabl e set, then show that
) J(ef +c9) =c [T +c,[g
E E E

ii) If || <[f| and hismeasurablethen hisintegrable.
iii) If f >g ae then [f >(g. 6

c) Show that, if f isintegrable, thenthe set {x: f (x) # 0} is of o-finite measure. 4
P.T.O.



[3921] - 304 2- AR AR A

4. @) Let (X ; B) beameasurable space (11 ,) asequence of measures that converges
setwiseto ameasure 1 and (f ) asequence of non-negative measurable functions

that converges to the function f. Then show that [f.du <lim [f, du,. 8
b) State Hahn decomposition theorem and give an example to show that the
Hahn decomposition need not unique. 4
c) Define positive set and show that the union of a countable collection of setsis
positive. 4
5. 8 State and prove Radon-Nikodym theorem. 8
b) Let F be abounded linear functional on LP () with 1 < P < e . Then prove
that thereisaunique element ge L (u) with |[F| =|lg],. 4

c) For 1<P<o the spaces L” (u) are Banach spaces and if fe L”(u),

ge L*(1) with = +1—1thenshowthatf ge L'(n) and

q
JIf-gl du <] HQH a- 4

6. @ Defineouter measure. Let < E > isasequence of disoint measurable sets and
E = UE. Then prove that for any set A

u*(ANnE)=Zu*(AnE). 6
b) Defineameasure on anagebra. If A e G, then show that A is measurable

with respect to u*. 6
c) Let X be aset consisting of two points. Construct an outer measure on X

whichisnot regular. 4

7. @ If u isafinite Bair measure on the real line, then prove that its cumulative
distribution function F is monotone increasing bounded function whichis

continuous on the right. Moreover '™ F(x) = 0. 8

b) LetEbeasetin R; with uxVv(E) <oo.
Then provethat the function g defined by g (x) = VEx isameasurablefunction

of x and [gdu=puxV(E). 8
8. @ Defineinner measure. Provethat
) LE<UE i) If Ee d (ameasureondgebra) then u.E=UE. 6

b) If <E > isany digoint sequence of setsthen show that ;H*Ei < W (}:JlEi ) 6

c) Define Caratheodors outer measure and Hausdorff measure. 4




AR AR A 3 [3921] - 304

M.A./M.Sc. (Semester — III) Examination, 2011
MATHEMATICS (Optional)
MT-704 : Mathematical Methods - I (Old)
(2005 Pattern)
Time: 3Hours Max. Marks: 80

N.B. : i) Attempt any five questions.
ii) Figures to the right indicate full marks.

1. @ Find whether the following series converges or diverges 4

. 3n_n3
2

s Nn°—5n°
b) Findtheinterval of convergence of the power series 4

S ()X
= n(n+1)
c) Explain comparison test, integral test, ratio test for convergence of series of
positiveterms. 8
2. @ By using series expansion, show that

x> x> x’

) tanlx = X— 4+ - +.... 6
3 5 7
x> x* x*
i) log(Q+X)=X——4+——+
i) log (1+X) >t 34
b) Show that if f (x) has period P, then average value of f isthe same over any
interval of length P 6
c) i) Define Gammafunction
i) Statetherelation between Beta and Gammafunction. 4
3. @ Defineevenfunction and odd function, also sketch the graph and givegeometrica
interpretation of the functions, f (x) = x? and g (x) = sin x. 8
b) Provethat [ P+1 + P| P, with usual notations. 4
c) Find the complex form of the fourier series of the function

0, —mt<X<O0

f(x)z{L 0<X<m 4
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4. @ ExpressthefollowingintegralsasBetafunction and evaluateit

. boxA y |—j% do g
i) J:O.[mdx i) = \/ﬁ
b) Provethat, [ ()| (1-P) =—" 8
sin P

5. @ i) Defineerror function
i) Show that, erf (—X) = —erf (X)

i) Show that, erf(-) =1 (2+3+3)
b) Evauate P (x), P,(x), P,(x) and P,(x) from Rodrigues formula. 8

6. 4 showthat | [PA0OJ 0= =2~ withusua
: ow that m =~ 5. 1, With usual notations. 8

3 1 2m+1
b) Prove that d—i[XPJP(X)]:XPJFLl(X) where, J,(x) Bessel function of 8
1% kind and order P
1_(s
7. @ If L [F(t) = F(s) then show that L [F(at)] = a F(a) 4
b) Evaluate, |t€ > cost dt by using Laplace transform. 4
0

c) State and prove convolution theorem for Fourier transform. 8

8. a8 Solvedifferential equation by Laplacetransform

y7(t) = 3y (1) + 2y(t) = 4€
y(0)=-3, y'(0)=5 4

1L [X|[<a

b) Find the Fourier transform of F(X) =
0, [X|>a
c) A semi-infinite bar (extending from X = 0to X = <) with insulated sides, is
initially at the uniform temperatureu=0°.Att =0, theend at X = 0isbrought
to u=100° and held there. Find the temperature distribution in the bar as a

function of x and t. 8

B/l/11/145
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M.A./M.Sc. (Semester —111) Examination, 2011
MATHEMATICS (Optional)
MT-705 : Graph Theory (New)
(2008 Pattern)

Time: 3 Hours Max. Marks: 80

N.B. : 1) Answer any five questions.
2) Figuresto the right indicate full marks.

1. @ Provethat agraph is bipartite if and only if it has no odd cycle.

b) How many simple graphs are there on a fixed set of six vertices ? Draw all
nonisomorphic simple graphs on a set of four vertices.

c) Show that the Peterson graph has girth 5.

2. @ Provethat agraph is Eulerian if and only if it has at most one nontrivial
component and its vertices al have even degree.

b) Prove that in an even graph, every non-extendible trail is closed.

c) Use Havel-Hakimi theorem to determine whether the sequence
(3,3,3,3,3,2,2,1) is graphic. Provide a construction or proof of
impossibility.

3. @ Prove that the non-negative integers d,,d,,...,d,, are the vertax degrees of
some graph if and only if Zd;is even.

b) Let T be atree with average degree ‘a’. Determine n(T) interms of ‘a’.

c) Provethat if G isabipartite graph, then the maximum size of a matching in
G equals the minimum size of a vertex cover of G.

4. @ Show that if G is self-complementary, then |V(G)|=4nor |V(G)/=4n+1,
where n is an integer.
b) Prove that for an n-vertax graph G (with n>1), G is connected and has no

cyclesif and only if G has no loops and has for each u,ve V(G), exactly one
u-v path.

c) Let t(G) denote the number of spanning trees of a graph G. Prove that if
ec E(G) isnot a loop then 1 (G) =1 (G —e)+1(G.e).

P.T.O.

8
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5. @ Prove that among trees with n vertices, the Wiener index D(T) = Zd(u, V)

u,v

IS minimized by stars and maximized by paths, both uniquely. 10
b) Define Prifer code. Let S={1, 2, 3,4, 5, 6, 7, 8 and f(T) = (744171). Use
the Prifer code algorithm to produce a tree with vertex set S. 6
6. @ State the Matrix Tree theorem. 2
b) Determine the number of spanning trees in the following graph by using
the matrix tree theorem. 6
\3.
e 4y |
Vg 4

c) Provethat if G is a connected graph, then an edge cut F is abond if and
only if G-F has exactly two components. 8

7. @ Explain the Dijkstras algorithm for finding the shortest distance between

any two vertices. 5
b) Prove that in a connected weighted graph G, Kruskal’s algorithm

constructs a minimum weight spanning tree. 8
c) Determine the perfect matchings in complete graph K. 3

8. @ Prove that a matching M in a graph G is a maximum matching in G if and
only if G has no M-augmenting path. 6

b) Provethat in agraph G, Sc V(G)is an independent set if and only if
if Sisavertex cover. 4

c) Provethat if Gisa 3-regular graph, then k(G) = K' (G). 6

B/1/11/205
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M.A./M.&c. (Semester — V) Examination, 2011
MATHEMATICS
MT-801: Field Theory (New Course) (2008 Pattern)

Time: 3Hours Max. Marks: 80

N.B. : 1) Attempt any five questions.
2) Figuresto the right indicate full marks.

1. @ Letf(x)=a,+ax+..+a_, X" +x" e Z [X] be apolynomial. Prove that if

f(x) hasaroot o inQ, then o e Z and o [a,. 4
b) Show that f(x) = x®+ 3x + 2in Z, [X] isirreducible over Z.. 2
c) Show that there existsan extension K of Z,with nine elements, and exhibit its
elements. 6
d) Findtheminimal polynomial of (\2-3/2). 4
2. @ Let p(x) beapolynomial in F(x). Then, prove that there exist an extension E
of F in which p(x) has aroot. 6
b) Let K beany field. If K isalgebraically closed proved that every irreducible
polynomial in K(x) isof degree 1. 4

c) Provethat finite extension of prime degreeisasimple extension.
d) Let E beafield extension of afield F such that [E : F] = 13, show that E is

algebraic over F. 2
3. @ Statetrueor falsewithjustification.
1) Every algebraicfieldisfiniteextension. 5
i) Let E=F (ug, u,,...,u,) beafinitely generated extension of F where each u,
I =1tokisalgebraic over F Then Eisfinite over F. 5
b) Find the splitting field E of a polynomial f(x) =x’—1 over Q and also find
[E:Q]. 6
4. @ If Eisanextension of afield Fwith [E : F] = 2, then provethat E is normal
extension of F. 3
b) If f(X) ¢ F[x]isanirreducible polynomial over F then provethat all roots of
f(x) have the same multiplicity. 5

P.T.O.
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c) Let Ebeasplitting field of apolynomial of degreen over afield F. Prove that

[E:F] <nl
Further give an examplein each of thefollowing: 8
) [E:F]=n! i) [E:F] <nand i) [E:F]=n.

5. @ Provethat any finitefield F with P"elementsisthe splitting field of " —xin

F.[X], where Pis prime number. Hence or otherwise prove that any two finite
fieldswith P are isomorphic. 5

b) Provethat every finite separable extension isasimple extension. 7
c) Give an example of anormal extension of anormal extension need not be
normal. 4

6. @ Let Ebeafinite separable extension of afield F. Then provethat E isnormal
extension of F if and only if Fisafixed field of G(E/F). 8

b) LetE=Q (JE JE) be an extension of Q. Find G(E/Q). Find al subgroups of

G(E/Q) and their corresponding fixed fields. Draw L attice diagram of
subgroups of G (E/F) and fixed subfields of E. 8

7. @ Let EbeaGaoisextensionof Fand K beasubfield of E containing F. Then
provethat K isnormal extension of F: 8

b) L& E=Q (4/5.) and F = Q(i) then show that G(E/F) iscyclic and find its

generators. 5

c) Let K be afield of characteristic p=#0 and K be perfect, then prove that
KP=K. 3

8. @ Let Ebeagplitting field of x"—ain F(x), then prove that G(E/F) is solvable
group. 8
b) If a>0isconstructible, then prove that ./ is constructible. 4

c) Provethat it isimpossible to construct a cube with avolume equal to twice
the volume of the given cube using ruler and compass only. 4
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M.A./M.&c. (Semester — V) Examination, 2011
MATHEMATICS
MT-801 : Algebraic Topology (Old)

Time: 3Hours Max. Marks: 80

N.B. : 1) Answer any five questions.
2) Figuresto the right indicate full marks.

1. @ Provethatthemap P : IR — S' given by P(x) = (cos 2nx, sin 2nx) isa

covering map. 6
b) Show that every contractible space is smply connected but converse is not
true. 5
c) Letr: X — A bearetraction map of X onto A. If a.c A, show that
r..m(X, a5) > m (A a,) issubjective, 3
2. @) Provethat the fundamental group of S*isisomorphic to the additive groupin
integers. 6
b) Let P:S — S" begivenby P(t) = t". Provethat Pisacovering map. 5
c) Show that if A isaretract of B2, then every continuousmap f : A — A hasa
fixed point. 5
3. @ State and prove Brouwer’s fixed-point theorem for disc. 6

b) Given a polynomial equation x"+a, x"*+..+ax+a,=0 with real
coefficients. Show that if [a| +a| +...+|a, | <1, thenall therootsof theequation
lieinterior to the unit ball B2. 5

c) Show that if g:S? — S? iscontinuous and g(x) = g(—x) for all x, then gis
surjective. 5

4. @) Provethat given two bounded polygonal regionsin IR?, thereexistsalinein
IR? that bisects each of them. 6

b) Provethat theinclusionmap j:S" — IR " — 0 induces an isomorphism of
fundamental groups. 5
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c) Find the fundamental groups of 5
) {xeIR?/[x|>1}
i) S U(IRx0)
iil) S"U(R,xIR).

5. @ Saeand provethefundamental theorem of algebrausing fundamenta groups.
b) Provethat for n> 2, the n-sphere S"is simply connected.

8
8
6. @ Provethat the fundamental group of figure eight is not abelian. 8

b) Compute the fundamental groups of gt« g2 and g« s2. 4

c) i) Show that IR and IR" are not homeomorphicif n> L.
ii) Show that |r ? and |R "are not homeomorphic if n > 2. 4

7. @) Let Cbeasimpleclosed curvein S Prove that C separates S2. 8

b) Let X be the space obtained from afinite collection of polygonal regions by
pasting edges together according to some labelling scheme. Provethat X isa
compact Housdorff space. 8

8. @ Le P:E—B and p.’ B be covering maps; let P(e)) = P'(€)) = b,.
Prove that thereis an equivalence h: E — E” such that h(e,) =€ if and only
if the groups:
H, =P, (m,(Eg,)) and Hy =F (m,(E’ € ))areequa. Further, provethatif h
existsthenitisunique. 8

b) Let P: E — B beacovering map, with E simply connected. Prove that given

any coveringmap r: Y — B, thereisacoveringmap q: E— Y such that
rog =P 4

c) Givean example of apath connected and locally path connected space which
has no covering space. 4

B/1/11/360
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M.A./M.Sc. (Sem. | V) Examination, 2011
MATHEMATICS
(2008 Pattern)
MT - 802 : Combinatorics (New)

Time: 3Hours Max. Marks: 80

N.B. : 1) Attempt any five questions.
2) Figuresto the right indicate full marks.

1. A) How many integers between 1000 and 10,000 are there (leading zeros not
allowed) with

a) Repetition of digitsallowed but withno 2 or 4 ?
b) Distinct digits and at least one of 2 and 4 must appear ? 6

B) Prove by combinatorial argument that C(r, r) + C(r + 1, r) + C(r + 2, 1)
+ . +C(n,n=C(n+1,r+1).

Hence evaluate the sum 12 + 2% + ..... + n?, 6
C) Find al derangements of 1, 2, 3, 4, 5 with the help of associated chessboard
of darkened squares. 4

2. A) What fraction of all arrangements of INSTRUCTOR have three consecutive
vowels?

B) How many numbers between 0 and 10,000 have asum of digits equal to 13 ?

C) Among 40 toy robots, 28 have a broken wheel or are rusted but not both,
6 are not defective, and the number with a broken wheel equal's the number
with rust. Find how many robots are rusted. 4

3. A) How many ways are there to select 300 chocolate candies from seven typesif
each type comes in boxes of 20 and if at least one but not more than five
boxes of each type are chosen ? 6

B) Find ordinary generating function whose coefficient a equals 3r>. Hence,
evaluatethesum 0+ 3+ 12 + ..... + 3n? 6

C) How many ways are thereto distribute 15 identical objectsinto four different
boxes if the number of objectsin box 4 must be a multiple of 3 ? 4

P.T.O.
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4. A) Use generating functionsto find the number of waysto select 10 ballsfrom a
large pile of red, white and blue ballsif the selection hasat most twored bals. 6

B) How many ways are there to form a committee of 10 mathematical scientists
from a group of 15 mathematicians, 12 statisticians and 10 operations
researchers with at least one person of each different profession on the
committee ? 6

C) Find generating function for modeling the number of 5-combinations of the
letters M, A, T, H in which M and A can appear any number of times but T
and H appear at most once. Which coefficient in this generating function do we

want ? 4
5. A) How many r digit quaternary sequences are therein which the total number of
Osand I'siseven ? 6

B) Using inclusion-exclusion principle, find the number of waysto distribute 25
identical ballsinto 6 distinct boxeswith at most 6 ballsin any of thefirst three

boxes. 6
C) Solvetherecurrencerelation
an:2aﬂ+2,n24withazzl. 4

2
6. A) Solvetherecurrencerelation

a=2a_, +2"withg =1,

using generating functions. 6
B) How many numbers between 1 and 280 arerelatively primeto 280 ? 6
C) How many waysarethereto distribute eight different toysamong four children

if thefirst child gets at |east two toys ? 4

7. A) Find a recurrence relation for the ways to distribute n identical balls into K
distinct boxeswith between two and four ballsin each box. Repeat the problem

with balls of three colors. 6
B) Solvetherecurrencerelation

a =a,_,+3nwitha = 10. 6
C) How many arrangements of thelettersin MATHEMATICS aretherein which

TH appear together but the TH is not immediately followed by an E ? 4

8. A) Seven awarfs D, D, D,, D,, D, D,, D, each must be assigned to one of
seven jobsinamine, J,J,J,J, J, J, J. If D, cannot do jobs J or J_; D,
cannot do J, or J; ; D, cannot do J,or J, ; D, cannot do J, or J, ; D, cannot do
J,; D, and D, can do all jobs. How many ways are there to assign the dwarfs

to different jobs ? 8

B) Find recurrencerelation for the number of n-digit ternary sequenceswith an
even number of 0's and an even number of 1's. 8
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M.A./M.Sc. (Semester —1V) Examination, 2011
MATHEMATICS
(2005 Pattern) (Old Cour se)
MT 802 : Hydrodynamics

Time: 3Hours Max. Marks: 80

Instructions: 1) Attempt any five questions.
2) Figuresto the right indicate full marks.

1. @ Explain Lagranges method of description and hence derive equation of
continuity. 6

b) A two dimensional incompressibleflow field hasthe x-component of velocity

givenby u= XY Determine y-component, v of the velocity. Isthisflow
irrotational ? Justify. 8
c) Definestream function. 2

2. @ A threedimensional field isgiven by u = xy4, v:%y?’ts,w:%xyzztz.

Determine the acceleration at point (1, 2, 3) at t = 1 sec. 8
X2 2
b) Thevelocity components of aflow inside an elliptic cylinder —; + y_2 =1 are
a b
2ky 2kx _ : :
=- e vV =—5-. Find the circulation about the cylinder. 8
a

3. @ Giventhevelocity g=(1+t)Xi + (2+ t)yj, find the equaiton of path line
passing through (1, 2, 0) at t = 0. 6

b) Show that the complex potential w = ¢ + iy where ¢ isvelocity potential and
¥ isstream function satisfies Cauchy Riemann conditions. 5
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c) Findthestreamfunction y for anirrotational flow whosevelocity components
incylindrical co-ordinatesare

u(r,8) = U[l—a—z]cose,v :—U{1+ a—j]sine. 5
r r
4. @ The velocity components of a certain flow are given as u = a(x + y),
v = b(X?—y?) + 6y, w = —2dz where a, b, d are constants. Represent the
motion as the sum of rotation and deformation of fluid element. 8
b) State and prove Kutta-Jouskowski theorem. 8
5. a Determinecomplex potential of atwo dimensional vortex motion. Definevortex
pair and find the complex potential of vortex pair. 8
b) Show that the kinetic energy of aninfinite massof liquid of density p moving
irrotationally isgivenby — %p £ ¢g—2 ds where ¢ denotessinglevalued velocity
potential. 8
6. @ Show that stress tensor is symmetric. 8
b) Discussthe flow dueto acircular cylinder of mass m moving with velocity U. 8
7. @ Explainvolumetric deformation and simple shear. 6
b) Compute the components of rate of deformation of aflow with velocity
componentsu =0, v =0, w=w(r,0). 10
8. @ Obtain the relation between stress and rate of strain components. 10
b) State Bernoulli’s theorem for steady and unsteady flow. 4
c) Statecircletheorem. 2

B/1/11/360



R0 T [3921] - 405

M.A./M.Sc. (Semester — IV) Examination, 2011
MATHEMATICS (2008 Pattern)
MT-805 : Lattice Theory (New)

Time: 3Hours Max. Marks: 80

N.B. : 1) Answer any five questions.
2) Figures to the right indicate full marks.

1. @ Letthealgebra<L, A,v>bealattice. Seta< biff an b=a Then show that
<L, <>islattice. 6

b) Provethat | isaprimeideal of latticeL if and only if thereisahomomorphism
¢ of L onto C, with I =¢* (0). 5

c) LetL bealattice and | be non-empty sub-set of L. Provethat | isanideal,
ifandonly if a, be I.Impliesthatavbelandas |, x €L, x < a Imply
that x € I. 5

2. @ Provethat every Homomorphicimage of alattice L in Isomorphic to suitable
quotient lattice of L. 6

b) Let | beideal and D be adual ided, if | "D # ¢, then show that | "D isa
convex sub-lattice and every convex sub-lattice can be expressed in thisform
uniquely. 6

c) Provethat dual of Distributivelatticeisadistributive. 4

3. 8 LetL and K belattices, let 8and ¢ be a congruence relations on L and K
respectively. Definetherelation 6 x¢ of L x K by (a, b) = (c,d) (6 x¢) if and
onlyifa=c(06)andb=d(¢).Thenprovethat 6 x¢ isacongruncerelation
of LxK more over every congruence relation of LxK is of thisform. 6

b) Let L be apseudocomplemented meet-semi-latticeand leta, b € L. Then
verify theformula(a Ab)*=(a** Ab)* =(a** A b**)*. 5

c) Provethatif L isfinitethen, L and Id (L) [ideal lattice of L] areisomorphic. 5
P.T.O.
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4. @ Provethat alLatticeismodular if and only if it does not contain apentagon. 8

b) State and prove Nachbin theorem. 8
5. @ State and prove Hashimoto theorem. 8
b) A latticeisdistributiveif and only if it isisomorphic to ring of sets. 8

6. @ Show that every element of finite distributive |attice hasaunigque I rredundant
representation asajoin of Join-irreducible elements. 6

b) LetL be adistributive lattice and let a€ L. Show that the map
0: X =< X A a,Xxva>,Xxe L, isan embedding of L into (a] x [a). 5

c) Show that in abounded distributive lattice, if an element has a complement

thenit aso hasarelative complement in any interval containingit. 5

7. @ State and prove Stone’s separation theorem for distributive | attice. 8

b) Provethat every idedl of distributive latticeisastandard ideal and conversdly. 5

c) Show that N5= | x K impliesthat thelatticeL or K hasonly onedement. 3
8. @ ProvethatinaBoolean latticeanideal ismaximal iff itisprime. 6
b) Provethat complemented elements of alattice form a sublattice. 5

c) Provethat every distributive lattice is modular but not conversely. Find the
smallest modular but non distributivelattice. 5
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M.A./M.Sc. (Semester — IV) Examination, 2011
MATHEMATICS
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Time: 3Hours Max. Marks: 80

N.B.: 1) Answer any five questions.
2) Figures to the right indicate full marks.

1. @ Let o bealgebraic over afield k. Then provethatk (o) =k [o ] and k(o) is
afinite extension of k.

Further, show that the degree [k (o) : k] is equal to the degree of

| (o, K, X). 7
b) Let E=F (o) where o isalgebraic over field F, of odd degree. Show that

E= F (o). 4
c) Show that ./3+j isalgebraic over Q, of degree 4. 5

2. @ Letk beafield. Provethat there exists an algebraically closed field containing k

as asubfield. 10
b) LetE, Fbetwofiniteextensonsof afieldk, containedinalarger fiddk. If [E: K]

and [F : k] arerelatively primethen show that [EF : k] =[E : K] [FIK]. 6

3. @ Let E be afinite extension of a field k. Prove that there exists an element
oe E suchthat E=k (o) if and only if there exists only a finite number of
fieldsF such that k = Fc E . Further, show that if E is separable over k, then
there existsan element o E suchthat E=k (o) . 10

b) LetE=@ (/2) andF=@ (2%‘) . Show that
I) Fisanormal extension of E.
i) Eisanormal extension of Q.

i) Fisnot anormal extension of Q. 6
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8.

4. @) Letpbeaprimeandq=p" Let IF; be the finite field with g elements. Consider

Q:F,— IF defined by @ (x) = x?. Show that Q is a one-one homomorphism.
Further, show that Q is surjective. Also, show that the group of automorphisms

of IF, iscyclic of degreen, generated by Q. 8
b) Find the splitting field of the polynomial x8 + x3 + 1 over @ and determineits
degreeoverQ. 5

c) LetE=Q (a),where a isaroot of theequation o* — 3+ 2~ +5=0-
Express (0. —1)~1intheform an?+ bo + ¢, Wherea, b, c e Q. 3

5. @ LetK beafield and let G be afinite group of automorphisms of K, of order n.

Let k + k® bethefixed field. Prove that K isafinite Galois extension of k, and
its Galois group is G. 10

b) Determine the Galois group of the polynomial f(x) = x3—x + 1 over the
rational numbers. 6

. @ Let t beaprimitive n-th root of unity. Provethat Q (t)/Q isaGalois extension.

Determine Galois group of Q (1) over Q.
10

b) Let t beaprimitive n-th root of unity. LetK =Q (1)
i) If n=p'(r>1) isaprime power, show that N, q 1=7) = p.

ii) If niscomposite, divisible by at least two primes then show that
Nyo =1 6

. @ LetGbeamonoidandk afield. LetXx,, ..., x, bedistinct charactersof GinK.

Provethat they are linearly independent over K.
b) Let E=Q (2%). Find the dual basisof {1,2%,22%}. 4
c) Defineacyclic extension. Give an extension of Q whichiscyclic extension of
degree 4. 4

a) Let E be aseparable extension of k. Prove that E is solvables by radicals if and
only if E/k issolvable. 10

b) Lettbeaprimitive P root of unity. Provethat @(/p) iscontanedin@ (t,/-1). 6

B/1/11/360



AR R AR [3921] — 406

M.A./M.Sc. (Semester — IV) Examination, 2011
MATHEMATICS
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Time: 3Hours Max. Marks: 80

N.B: 1) Answer any five questions.
2) Figures to the right indicate full marks.

1. a Lettheposet L =<L; < >bealattice. Seta A b=inf {ab},avb=sup

{a, b}. Then show that thealgebralL <L; A, v>isalattice. 5

b) Provethat | isaproperideal of lattice L if and only if thereisajoin
homomorphism ¢ of L onto C, with | =¢~(0) = {x L Jo(x) = 0}

c) Provethat every distributivelatticeis modular but conversely. 5
2. @ Provethat every Homomorphicimageof alatticeL inIsomorphic to suitable
guotient latticeof L. 5

b) If g isacongruencerelation of lattice L then provethat for any ac L [a] ¢
Isaconvex sub-lattice. 5

c) Letl beideal and D beadual ided. If | "D « ¢ ,thenshowthat | "D is
aconvex sub-lattice and every convex sub-lattice can be expressed in this

form uniquely. 6
3. @ Provethat theidentity (x Ay)v (XAZ) = (XA (Y V(XA Z))is equivalent tothe

condition:

X > zimpliesthat (X Ay) v z=X A(yV 2). 4

b) Let L be apseudocomplemented meet-semi-lattice. Prove that the | attice
S(L)={a*/ac L} isaBoolean. 6

c) Provethat alatticeL isdistributiveiff theidentity :

XAY) v (YAZ) v(zAX)=(XVv Y) A(Y vV 2) A (z vX) holdsinL. 6

P.T.O.



[3921] - 406 RO A R

4. @ Provethat alatticeismodular if and only if it does not contain a pentagon .
b) State and prove Nachbin theorem. 8
5. @ State and prove Hashimoto theorem. 8
b) Provethat afinitelatticeisdistributiveif and only if itisisomorphicto ring of
sets. 8
6. @ Show that every element of finite distributive lattice hasaunique | rredundant
representation asajoin of join-irreducible elements. 6
b) Let L beadistributive lattice and let ae L. Show that the map
O :X = <X A@ Xva> xe L isanembedding of L into (a]x[a). 5

c) Show that every ideal of distributive latticeisintersection of all primeideals
containingit. 5

7. @ LetL isabounded distributivelatticewith O = 1. Provethat L isaBoolean if

P(L) is unordered. 6
b) Provethat every standard and dually standard element is neutral and every

standard element isdistributive. 6
c) Showthat Ny = L x K impliesthat thelatticeL or K hasonly onedement. 4

8. @ Provethat every maximal chain of afinitedistributivelatticeL isof length
1J(L)I. 5

b) Provethat complemented element of alattice forms a sub-lattice. 6

c) Provethat any modular lattice can be embedded in a complete modular
lattice. 5

B/l/11/210
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1. A) @ How many even five-digit numbers (leading zeros not allowed) arethere? 6
b) How many five-digit numbers are there with exactly one 3 ?

c) How many five-digit numbers are there that are the same when the order of
their digitsisinverted (e.g. 15251) ?

B) How many arrangements of INSTRUCTOR are there in which there are
exactly two consonants between successive pairs of vowels ? 6

C) How many integer solutions arethereto the equation x, + X, + X, + X, + X, = 28
withx >i (i=1,2,3,4,5)? 4
2. A) Prove by combinatorial argument that
Crhn+C@r+14,nN+C(@r+2,nN+..+Cn,n=C(n+1,r+1)
Hence eval uate the sum
1x2x3 + 2x3x4 + ...+ (n—=2) (n—=1) n. 6

B) How many ways are there to place an order for 12 chocolate sundaesif there
are 5 types of sundaes and at most 4 sundaes of one type are allowed ? 6

C) How many numbers greater than 30,00,000 can be formed by arrangements of
1,2,2,4,6,6,67 4

P.T.O.
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3. A) How many arrangementsof MISSISSIPPI aretherewith no pair of consecutive
Ss? 6

B) Solvetherecurrencerelation

a=a _,+n(n-1)withg =3. 6

C) How many r-digit ternary sequences are there with an even number of 0'sand
even number of 1's ? 4

4. A) Find ordinary generating function whose coefficient a equals 3r + 7. Hence
evauatethesum 7+ 10+ 13+ ... + (3n + 7). 6

B) How many n-digit numbers are there with at least one of thedigits1or 2or 3
absent ? 6

C) Find arecurrence relation for the number of n-digit binary sequences with no
pair of consecutive 1's. 4

5. A) Using Generating functions, solvetherecurrencerelation :
a=a_,+2 witha =1 6

B) A school has 200 students with 80 students taking each of the three subjects :
trigonometry, probability and basket-weaving. There are 30 students taking
any given pair of these subjects, and 15 studentstaking all three subjects 6

a) How many students are taking none of these three subjects ?
b) How many students are taking only probability ?

C) Give combinatorial proof of :

o 4
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6. A) How many arrangements are there of a, a, a, b, b, b, ¢, ¢, c without three
consecutive |etters the same ? 6

B) Suppose a school with 120 students offers Yoga and Karate. If the number of
students taking Yoga aloneis twice the number taking Karate (possibly Karate
andYoga) and if 25 more students study neither skill than study both skills, and
if 75 studentstake at |east one skill, then how many students study Yoga ? 6

C) Find two different chessboards (not row or column rearrangements of one
another) that have the same rook polynomial. Write the rook polynomial. 4

7. A) State and prove Burnside's theorem. 8
B) A computer dating service wants to match four women each with one of five

men. If 8
woman 1 isincompatible with men 3and 5;
women 2 isincompatible with men 1 and 2;
women 3 isincompatible with man 4; and
women 4 isincompatible with men 2 and 4,
how many matches of the four women are there ?

8. A) State and prove the Inclusion-exclusion formula. 6

B) If a necklace can be made from beads of three colors : black, white and red,
how many different necklaces with n beads are there ? 6

C) A baton is painted with equal sized cylindrical bands using black or white
colors. If the baton is unoriented when spun in the air, how many different
2-colorings of the baton are possible if baton has 4 bands ? 4

B/1/11/180
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1. A) Definethefollowing:

1) Virtual displacement
i) Degrees of freedom
i) Scleronomous constraint

Iv) Cyclic coordinate. 8

B) Explainthefollowing:
1) D’ Alembert’sprinciple

i) Hamilton'sprinciple. 4

C) If LisaLagrangian for asystem of n degrees of freedom satisfying Lagrange's
eguations of motion. Show that
, dF . . :
L' =L +E(q1’ ..., O, t) also satisfies Lagrange’s equations where F is any

arbitrary but differentiable function of itsarguments. 4
2. A) Derive Lagrange's equations of motion from Hamilton’s principle. 8

. m(.o . .
B) Let a (g, 4, t):E(q2 sin®wt + gsin® wt +q2W2),wherem,wareconstants.

Find the Hamilton's equations of motion. If the Hamiltonian conserved ? 8
P.T.O.
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3. A) Find the degrees of freedom of
1) rigid body

i) conical pendulum. 4

B) If Lagrangian o (x, )= €" B mie _%kxz] , v,k are constants. Find

L agrange’s equation of motion. 3

C) Show that if the Hamiltonian isnot an explicit function of time, thenitisa

constant of motion. 3
D) Show that in a conservative field of motion the total energy is constant. 6
4. A) State and prove Euler’s theorem on rigid body motion. 6

B) Show that the central force motion of two bodies about their centre of mass

can always be reduced to an equivalent one-body problem. 5

C) ProvetheKepler’'ssecond law of planetary motion which statesthat theradius

vector sweeps out equal areasin equal times. 5
5. A) Explain the fact that finite rotations do not commute. 4

B) Show that if the law of central forceisan inverse squarelaw of attraction then

the path of the particleisa conic. 6

C) Explain Euler anglesgraphically. 6
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6. A) Defineinfinitessmal rotations and show that they can be represented
vectorialy. 6

B) Proveinvariance of Poisson brackets under canonical transformations. 6
C) Isthefollowing transformation canonical ?

Q= Iog(qsmp) P=qcotp 4

7. A) Find canonical transformation generated by F, = — (e? — 1)* tan p. 5

B) Define Poisson brackets and show that any three dynamical variables u, v, w
satisfy the Jacobi identity :

[u, v, Wl] + [V, [w, u]] + [w, [u, v]] = 0. 7

N .
C) Let the Lagrangian o (q,q)=§q2 —dq+ 0’ Thenshow that [p, of |=— 2. 4

8. A) State Modified Hamilton’s principle. Derive Hamilton's equations of motion
from the modified Hamilton's principle. 6

B) For which values of o and B do the equations Q=¢ cosfp and

P= qa sinfp represent a canonical transformation ? 5

C) For the Hamiltonian given by H(q,, 0., p,, p,) = q,p, — d,p, — aq,® + bg,?,

P2 bd, are constants of

a;
motion. 5

where a, b are constants, show that g,q, and

B/1/11/145
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1. & Show that thereexistsf : B"— S™ withf.i=1if and only if theidentity map

|-s1_, g1 is homotopic to a constant map, where i :S™* — B" isthe

inclusion map and ‘. denotes the scalar product.

b) Letf.qg:x — S" be continuous mappings such that f(x) =—g(x) for al
xe X . Show that f ~qg.

c) Let f:S"— X beacontinuous map. Show that f isnull homotopic if and only

if thereisacontinuous map g: B% — X with f = g/s™

2. @ Provethat therelation of being of the same homotopy type is an equivalence

relation.

b) Let A = B < X. Supposethat B isaretract of X andA isaretract of B. Show

that A isaretract of X.

c) Show that the retract of a Housdorff space is a closed subset.

3. @ Prove that a non-empty open connected subset of R is path connected.

b) If f isany path then show that f «f and f = f are homotopic to null paths,

o) If R JletA={(x,y):x=0-1<y<L andB={(x,y):0<x <1 y=cosn/x}

show that F=A U B is connected but not path connected.

5
P.T.O.
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4. @) Letx, x,eX.If thereisapathin X from x, to x,, then show that the groups
m,(X,x,) and m,(X, x,) areisomorphic. 6

b) Provethat acontractible spaceissimply connected. |s conversetrue ? Justify
your answe. 5
c) Let m(X,x) beatrivial group. If f and g are the two paths in X with

f(0) = g(0) = x and f(1) = g(1), show that f~g. 5
5. & Provethat the fundamental group m,(s™) of thecircle s* isisomorphic to the
additive group Z of integers. 6
b) Show that IR** — {0} is of the same homotopy type as S" and conclude that
m, (IRt — {0}, 0) is the Singleton group. 5
c) Let X be the punctured plane IR — { (0, 0)}. Show that mr;(x) is
isomorphic to Z. 5

6. @ Prove that if X islocally connected then a continuous map p: X > Xisa
covering map if and only if for each component H of X, the map
p|pX(H): p~(H) — Hisacovering map. 6

b) Provethat ©: IR — 'R/Z isa covering map. 5

c) Let p: IR — S bedefined by P(t)=e®™ . Provethat Pisacovering
projection. 5

7. @ Show that afibration has unique path lifting if and only if every fiber hasno
non-null path. 6
b) Let P: X — x beafibration with the unique lifting. Supposethat f and g are
pathsin X with f(0) = g(0) and pf~pg. Show that f~g.
c) Show that two different complexes may have same polyhedron.

8. @ Provethat the closed ball B"(n > 1) has the fixed point property. 8

b) Supposethat K is aconnected complex. Prove that H (K) isisomorphic to the
additive group of integers. 8
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1. @ Define:
1) Volterraintegral equation of second kind
i) Iterated Kernels.

b) Show that the function u(s) :i iIsasolution of the integral equation

(ns)

fum
5 Js—t dt = 1.
c) Explainthe method to find the solution of the integral equation
b
0(s) =A[K(s 1) ¢ (t)dt whereK(t, s) is separable Kernel.
a
2. @ Reducethefollowing boundary value probleminto anintegral equation
d2
S+ =0 with u(0) = 0, u(l) = 0.
ds 1
t
b) Solvethe homogeneous Fredholm integral equation ¢ () =A[e%e'¢ (t)dt
0

3. @ Findeigen vauesand eigen functions of the homogeneous Fredholm integral

equation of the second kind 9(S) = Xofgi n(s+t)g(t)at
b) Find theiterated Kernelsfor the Kernel K(s;t) = sin(s—2t), 0<s,t<2gx.
4. @ Solve u(t) =1+ kjl(l— 3st) u(t) dt by resolvent Kernel.
b) Findthe Neuman?] seriesfor the solution of theintegral equation

u(x) =1+ x+ MXK(X, t) u(t)dt
0
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5.8 Let yi(S),v,(9), ...... be a sequence of functions whose norms are all
below a fixed bound M and for which the relation

Ya(9) -A[K(s 1) y_(t) dt="0 holdsin the sense of uniform convergence.

Prove that the functions v ,(S) form a smooth sequence of functions with
finite asymptotic dimension. 8

F
~— =0 (Euler-Lagrange’sequation) with usual notations. 8

b) Provethat dx Y - dy

6. @ State and prove isoperimetric problem. 8

t2
b) Find the extremal of the functional |=[(X'y"+2x*+2y*)dt
gl

1 dx ¢ dy ) ..
X :a,y=a subject to the conditions; at t, =0,x =0,y =0but theend t,

moves on theplanet =t,. 8

1
7. @ Solvethesymmetricintegral equation y(x) = (x +1)? + [(xt +x°t?) y(t) dt
1

by using Hilbert Schmidt theorem. 10
b) State and prove Harr theorem. 6
8. @ State and prove principle of Least action. 8

b) Find the curvewnhich generatesasurface of revolution of minimum areawhich
itisresolved about ¢ -axis. 8

B/1/11/180



