UNIVERSITY OF PUNE
Revised Syllabus of S.Y.B.A.

(36) STATISTICS
(General and Special)
Note: (1) A student of the Three-Year B.A. Degree Geuwnffering ‘Statistics’ at the special
level must offer ‘Mathematical Statistics’ as a @t level subject in all the three years of the
course.

Further students of the three-year B.A. Degreer§ioare advised not to offer ‘Statistics’
as the General level unless they have offered ‘Brattical Statistics’ as a General level subject
in all the three years of the course.

(2) A student of three-year B.A. Degree Course offel8tgtistics’ will not be allowed to
offer ‘Applied Statistics’ in any of the three ysanf the course.
(3) A student offering ‘Statistics’ at the Special lemraust complete all practicals in

Practical Paper to the satisfaction of the teachacerned. He/She

(4) must produce at the time of Practical Examinatiba,laboratory journal along with the
completion certificate signed by the Head of th@&tment.
(4)Structure of evaluation of practical paper at S.Y.BA.

(A) Continuous internal evaluation Marks
(i) Journal 10
(i) Viva-voce 10
Total 20
(B)  Annual practical examination
Section Nature Marks Time
I On line examination : 10 Maximum
Note : Question is compulsory 15 minutes

Q1 : MSEXCEL : Execute thge
commands and write the same
answer book along with answers

n

I Using Calculator 60 2 hours
Note : Attempt any two of the (30 marks| 45 minutes
following four questions : for each
Q2. guestions)

Q3:
Q4:
Q5:
1 Viva-voce 10 10 minutes
Total B 80 3 Hours
10 minutes

Total of A and B 100 —
(5) Duration of the practical examination be egteth by 10 minutes to compensate for
the loss of time for viva-voce of the caradas.




Subject : (36) (a) Statistics (General)
Title : Research Methodology, Sampling Techniquesral Statistical Quality Control

First Term
1. Research Methodology: (6)
Meaning, Objectives of Research, ClassificatioRe$earch.
Formulation of Research Problem and Hypotheses.
Research Design, Features of a good Research Design
2. Measurement Scales: (6)
2.1 Identifying and deciding on the variables tafasured
2.2 Meaning of Measurement scales. Nominal scai@in@ scale, Interval scale,
Ratio scale.
2.3 Types of Attitude Scales:
Single Item Scales(i) Itemized Category Scales (ii) Rank Order Scales
(iif) Comparative Scales (iv) Constant Sum Sca)g\5ort Scales
(vi) Paired Comaprison Scales (vii) Pictorial Seglaii)Continuous Scales
Multi Item Scales : (i) Likert Scales (ii) Semantic Differential Scale
(iif) Thurstone Scales (iv) Associative Scales$t@pel Scales
3. Sample Surveys: (8)
Concepts of distinguishable elementary units, sargptame.
Objectives of a sample survey.
Designing questionnaire, Characteristics of a gpoektionnaire.
Planning, execution and analysis of a sample sul®ectical problems in planning,
execution and analysis of a sample survey.
Sampling and non-sampling errors with illustrations
Study of some survey illustrating the above idesisgisuitable sampling technique.
4. Sampling Techniques: (6)
Sampling from Finite Population of size N with repément and without replacement.
Population total and Mean as parameters, defirgtioclusion probabilities.

(a) Sample mearx as an estimator of population mean, derivatiomsoéxpectation and
standard error.

(b) Nx as an estimator of population total, derivationt®fxpectation and standard
error.

1 Y (Xi-X)?
(N-2 '™

1 T . .
(©) £=——-> (xi-x?* as an estimator of °S an expectation

(n-1) =
of &

Sampling for proportion as an application of simaledom sampling with X taking value
zero or one.



5. Determination of the sample size: 4)
Determination of the sample size for the given
0] margin of error and confidence coefficient
(i) coefficient of variation and confidence coefficient

6. Stratified Sampling: (20)
(a) Stratified sampling as a sample drawn fromvialdial strata by SRSWOR in
each stratum.
- Ni xi , : — =
(b) xg& = N as an estimator of population me&n and Nxs;as an

estimator of population total and standard errahete estimators.
6.2 Problem of allocation, proportional allocatioptimum allocation, derivation of the
expressions for the standard errors when theseadibms are used.

7. Ratio and regression methods of estimation: 4)
7.1 Reasoning behind using auxiliary variable itnestion.

7.2 Situations where ratio method is appropriate.

7.3 Ratio and regression estimators of the pomlanean and population total.
7.4 Comments regarding bias.

8. Systematic Sampling (Population size divisibley sample size): 4)

8.1 Real life situation where systematic samplsgppropriate, Techniques of drawing
sample using systematic sampling.

8.2 Estimation of the population mean and poputatidal. Standard errors of these
estimators.

Second Term

9. Statistical Quality Control: (6)
9.1 Introduction: Meaning and purpose of SQC, Quali a product, need of quality control,
statistical quality control, process control, lohtrol.
9.2 Control Charts:
9.3. Chance causes and assignable causes of mavriati
9.4 Statistical basis of control charts (Connectiaih tests of hypotheses is NOT expected).
9.5 Probability limits. 38 limits, justification for the use of limits based Chebychev’s
inequality and large sample theory.
9.6 Criteria for detecting lack of control
(i) a point outside the control limits.
(i) Non-random variation within the control limité the following type:
(a) A run of seven or more points above or below tharod lines.
(b) Presence of trend and cycles.
(Mathematical justification is NOT exyped for (i) only).
Use of control charts for : (i) Specification (#yoduction



10. Control charts for continuous variables (10)
10.1 Decision preparatory to control charts:

M choice of the variable

(i) basis of subgroups

(i) size of the subgroups

(iv)  frequency of the subgroup.
10.2 R chart andX chart:

Purpose of R chart andl chart, construction of R chart when the processdsird
deviation ¢ ) is not given: control limits, drawing of contratart, plotting sample range values,
Drawing conclusions: Determination of state of @ex; necessity of revision of control limits,

O -
estimate ofc (o). Construction of X chart when process average is not given: contritd

O
based ono  drawing of control chart. Plotting sample means.
Drawing conclusion, determination of state of pgs;aecessity of revision of control limits.

Revision of control limits onX chart and R chart. Construction of R chart whenptfocess
standard deviation is specified: control limitsawing of control chart, plotting sample range.
Drawing of conclusion, decision if the proceseus of control.

10.3 Construction of X chart when the process average is specified: @diits, drawing of
control chart, plotting of sample means. Drawingaosion: Determination of state of process,
decision if the process is out of control.
10.4 Process Capability study: Specification linfiiisth or one) ,natural tolerance limits,
their comparisons, decision based on these cosgey, estimate of percent defective. Shift in
the process average only when process standardtidbe is fixed. Evaluation of probability of
catching the shift on the first sample or on thiesgguent sample after the shift.
10.5 Capability indices i G .
11.Control chart for attributes: (20)
11.1 p-chart when subgroup sizes are same and @hthe process fraction defective p is
specified: control limits, drawing of control chalriotting sample fraction defectives, Drawing
conclusions: determination of state of controlerptetation of ‘high’ and ‘low’ spots, revision
of control limits.
11.2 p-chart when subgroup sizes are same and whthe process fraction defective p is not
specified: control limits, drawing of control chaiotting sample fraction defectives, Drawing
conclusions: determination of state of controlerptetation of ‘high’ and ‘low’ spots, revision
of control limits.
11.3 Process capability study: Shift in the prodesstion defective. Evaluation of probability
(using normal approximation only) of catching tinftson the first sample or on the subsequent
sample after the shift.
11.4 p-chart when subgroup sizes are differentvahae of the process fraction defective P is
not specified:
Different types of control limits:

0] Separate control limits.

(i) Control limits based on average sample size.

(i)  Stabilized control limits.

(iv)  Control limits based on maximum and minimum sansjge.



11.5 Drawing of control chart. Plotting sample frae defective. Drawing conclusions:
Determination of state of control, interpretatidritogh’ and ‘low’ spots, revision of control
limits, simple numerical problems. Identificatiohreal life situations.
12.C-chart: (4)
12.1 Construction of c-chart when ‘standard’ is gigen: control limits, explanation for the use
of 3o limits, drawing of control chart.
Plotting number of defects per unit. Drawing cosans: determination of state of control,
interpretation of ‘high’ and ‘low’ spot, revisiorf control limits, estimate of process parameter.
12.2 Construction of c-chart when standard is g@ntrol limits, justification of & limits,
drawing of control chart.
Plotting number of defects per unit. Drawing caisabns- determination of state of control,
interpretation of ‘high’ and ‘low’ spots, revisiarf control limits.
13. Acceptance sampling of attributes: (18)
13.1 Concept, comparison between 100 percent itispeand sampling inspection.
Procedure of acceptance sampling with rectificati@ingle sampling plan, double sampling
plan, Explanation of the terms — producer’s risigsumer’s risk, AQL, LTPD, AOQ, AOQL,
ASN, ATI, OC and AOQ curves.
N.B.: Distinction between type A OC curve and typ©C curve is NOT expected.
13.2 Single sampling plan.

Evaluation of Probability of acceptance gsin

(i) hypergeometric (ii) binomial (iii) Poiss and (iv) normal distributions.

Statement of AOQ and ATI, Graphical determinatibA@QL, Determination of a
single sampling plan by lot quality and averagédigguapproaches (numerical problems are
NOT expected.

Description of Dodge and Roming tables (numerigadblems are NOT expected).
13.3Double sampling plan:

Evaluation of probability of acceptance using Borsapproximation. Statement of ASN
and ATI (with complete inspection of second sam@atement of the approximate formula of
AOQ. Description of Dodge and Roming tables.

13.4 Comparison of single sampling plan and doshhapling plan.

kkkkk*k



Books Recommended

1. Cochran W.C.: Sampling Techniques,Wiley Eastern Limited.
2. Kapoor V.K. and Gupta S.C.: Fundamental of Applied Statistics,
Sultan Chand and sons.
3. Daroga Singh,F.S.Chaudhary: Theory and Analysis of Sample Survey
Designs,Wiley Eastern Ltd.
4.Grant E.L.: Satistical Quality Control,McGraw Hill Book Company.
5. Douglas C. Montgomery: Introduction to Statistical Quality Control,
John Wiley and Sons.
6.Duncan,A.J.:Quality Control and Industrial Statistics,
D.B.Taraporvala Sons and Company Pvt Ltd.
7. Ronald,E Walpole:-Introduction to Satistics, Collier Macmillan
8. Kothari C.R.: Research Methodology Methods & Techniques,
New Age International Publishers
9.Panneerselvan R. :Research Methodol ogy,
Prentice-Hall of India Pvt. Ltd.
10.Santosh Gupta,: Research Methodology and Statistical Techniques,
Deep and Deep Publications Pvt. Ltd.
Webpages:
1.http://www.statpages.or g/
-The webpages that perform statistical calculations.
2.http://www.statsci.or g/datasets.html
-Linksto many datasets for Teaching & Research in Statistics.
3.http://www.stasoft.com/
-Comprehensive suit of several statistical toolsfor data mining.
4.http://www.sta.ucla.edu/cases
-Linksto case studiesin Statistics.
5.http://mmww.amstat.or g/publications/stats
-Linksto Statistical Magazines.



Subject : (36) (b)Statistics (Special)
Paper |: CONTINUOUS PROBABILITY DISTRIBUTIONS AND

DEMOGRAPHY
First Term

Pre-requisite : Calculus of several variables, Maxima, Minima, Njl& integration.
Continuous Univariate Distributions : (12L)
1.1 Continuous sample space : Definition, illustras. Continuous random variable :
Definition, probability density function (p.d.f.gumulative distribution function (c.d.f.)
properties of c.d.f. (without proof), probabilitie§events related to r.v.
1.2 Expectation of continuous r.v., expectatiofuoiction of r.v. E[g(X)], mean,
variance, geometric mean, harmonic mean, raw amatenoments, skewness,
kurtosis.
1.3 Moment generating function (M.G.F.) : Defiaitiand properties, cumulant
generating function, definition properties.
1.4 Mode, median, quatrtiles.
1.5 Probability distribution of transformationo§. : Y = g(X). Using
(i) Jacobian of transformation formonotonic function and one-to-one, on to
functions.
(i) Distribution function for Y = X, Y = |X| etc.
(i) M.G.F. of g(X).
Continuous Bivariate Distributions (a2L)
2.1 Continuous bivariate random vector or varighleY) : Joint p.d.f., joint c.d.f,
properties (without proof), probabilities of even¢ated to r.v. (events in terms of
regions bounded by regular curves, circles, sttdigbs). Marginal and conditional
distributions.
2.2 Expectation of r.v., expectation of functidir.@. E[g(X, Y)], joint moments,
Cov (X, Y), Corr (X, Y), Conditional mean, conditial variance, EE(X|Y =y) = E(X),
regression as a conditional expectation if itnedr function of conditioning variable.
2.3 Independence of r.v. (X, Y) and its extengmhk dimensional r.v. Theorems on
expectation
() EMX+Y)=EX)+ E(Y), (i) E(XY) = EXJE(Y) if Xand Y are
independent, generalization to k variabisX + by + c¢), Var (aX + bY +c).

24 M.G.F.: M v (t, t) properties, M.G.F. of marginal distribution of.s.
properties (i) M vy (t1, t) = Mx (t1, 0) (My (O, &) if X and Y are independent r.v.s.
(i) My (1) = Mx v (8, t).
(i) My+v (t) = My (t) My (t) if X and Y are independent r.v.s.
2.5 Probability distribution of transformation lmi/ariate r.v.
U=@((X,Y),V = @X,Y).



3.2

Standard Univariate Continuous Distributions (24 L)
3.1 Uniform or Rectangular Distribution : Notation : X - U(a, b)

p.d.f. f(x)-bl_a,if as<x<b

=0, otherwise

c.d.f., sketch of p.d.f.and c.d.f., mean, vargrsymmetry. Distribution of (ﬁ
(ii)?);_);, (i) Y = F(X), where F(X) is the c.d.f. of canuous r.v.X. Application of
the result to model sampling. (Distributions of X¥+X —Y, XY, l are not expected.)

Normal Distribution : Notation : X ~ N(, 6°),
1 2
1L S (X —H)

pdf f(X) = O"\/E[

if—oo<x<oo,—oo<p,<oo,0>0

=0 , otherwise

p.d.f. curve identification of scale and locatarameters, nature of probability curve,
mean, variance, M.G.F., CG.F., central moments,utamts,(31, B2, y1, Y2, median,
mode, quartiles, mean deviation, additive propertynputations of normal
probabilities using, normal probability integrabkas, probability distribution of (i)

X—;E standard normal variable (S.N.V.), (i) aX +@ij) aX + bY +c, (iv) X where

X and Y are independent normal variates. Probgligtribution ofX the mean of n
i.i.d. N, ¢ r.v.s. Normal probability plot, g-q plot to testrmality. Simulation
using Box-Muller transformation. Normal approxingatito (i) binomial distribution,
(if) Poisson distribution applications of normasiibution. (iii) Statement of central
limit theorem for i.i.d. r.v.s. with finite positesvariance.

3.3 Exponential Distribution : Notation : X ~ Exp @),
p.df. f(x) = a€®,x=20,a>0
= 0, otherwise

nature of p.d.f. curve, interpretationcofs rate and &/as mean, mean variance,
M.G.F., C.G.F., c.d.f., graph of c.d.f., lack of mary property, median, quartiles.
Distribution of min (X, Y) with X, Y i.i.d. expondral r.v.s.



3.4 Gamma Distribution : Notation : X ~ G(a, A).
A
p.df. f(x) = — e™x? , x20,0>0,A>0
N
=0 ,  otherwise
Nature of probability curve, special casesd(iF 1, (i) A = 1, M.G.F., C.G.F,,

moment, cumulantspi, B2, Y1, Y2, mode, additive property. Distribution of sum ofi.nd.
exponential variables. Relation between distributionction of Poisson and Gamma variates,
Recurrence relation between moments.

Second term
4, Chi-square (x2) Distribution (8L)
4.1 Definition ofx2 r.v. as sum of squares of i.i.d. standard norwmalderivation of
p.d.f. ofx2 with n degrees of freedom (d.f.) using M.G.Ftuna of p.d.f. curve, computations of

probabilities using?2 tables, mean, variance, M.G.F., C.G.F., centmhentslul, M, U, U,
mode, additive property.

o 2 - : - o
4.2 Normal approximation : (()x\ﬁ with proof, (ii) Fisher's approximation :
statement only. (Without proof)
2

X1 2 2 2 2
4.3 Distribution of—2 > and )(1/ X Where)(1 and)(2 are two independent
X1 *tXo
chi-square r.v.s.
5. Student's t-distribution (51L)
51 Definition of t r.v. with n d.f. in the form
U
= 2
xn/n

2. : 2 :
where U ~ N(0, 1) anﬂn isax2r.v. withnd.f. and U anyjn are independent r.v.s.

5.2 Derivation of p.d.f., nature of probabilityrea, mean, variance, moments, mode,
use of t tables for calculation of probabilitie®tement of normal approximation.



6. Snedecore's F-distribution 5L
2
xnllnl

xn2/n2
independent chi-square r.v.s with n1 and n2 dspeetively.
6.2 Derivation of p.d.f., nature of probabilitiasree, mean, variance, moments, mode.
6.3 Distribution of 1/(Fn1,n2), use of F-tables datculation of probabilities.
6.4 Interrelations among?2, t and F variaets.

- . 2
6.1 Definition of F r.v. with n1 and n2 d.f. as FmR = where)(nland)(n2 are

7. Sampling Distributions 5L

7.1 Random sample from a distribution as i.ixdsrX1, X2, ..., Xn.
7.2 Notion of a statistic as function of X1, X2, Xn with illustrations.

7.3 Sampling distribution of a statistic. Distrilan of sample meaK from normal,

exponential and gamma distribution, Notion of stadderror of a statistic.
st 1 ! -
7.4 Distribution ofna2 = 57 > (Xi—X)? forasample from a normal
i=1

distribution using orthogonal transformation. Indegence ofX and $.
8. Exact Tests based og2, t and F distributions: (16 L)

8.1  Test for independence of two attributes aredrig 2% 2 contingency table. (With
Yates' correction).

8.2  Test for independence of two attributes aredrig rx s contingency table.

8.3  Test for '‘Goodness of Fit'. Without roundirffitbe expected frequencies.

2 . . . .
8.4  Testfor HO 6% = 6 against one-sided and two-sided alternatives when

(i) mean is known (ii) mean is unknown.

8.5  t-tests for population mean : (i) one sample tavo sample tests for one-sided
and two-sided alternatives. (ii) (1- 100% confidence interval for population meghgnd
difference of meansi{ —pu, ) of two independent normal population and confeinterval of
difference of means of two independent normal pafparnhs.

8.6 Paired t-test for one-sided and two-sidedradtie/es.

8.7  Test for correlation coefficient H® = 0, HO :p i.jk = O against one-sided and
two-sided alternatives. Using both t and F test QAM\).

8.8  Test for regression coefficient HP = 0 against one-sided and two-sided
alternatives.

8.9  Testfor HO Uf = gi against one-sided and two-sided altevaativhen
(i) means are known (ii) means are unknown.

10



9. Demorgraphy 9oL

9.1Vital events, vital statistics, methods of obitag vital statistics, rates of vital events, sex
ratios, dependency ratio.

9.2 Death/Mortality rates : Crude death rates, ifpdage, sex etc.) death rate, standardized
death rate (direct and indirect), infant mortafiye.

9.3 Fertility/Birth rate : Crude birth rates, geaiefertility rate, specific (age, sex etc.) fettili
rates, total fertility rates.

9.4 Growth/Reproduction rates : Gross reproduatabe, net reproduction rate.

9.5 Interpretations of different rates, uses analiegtions.

9.6 Trends in vital rates due to the latest census.

*kkkk
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S.Y.B.A.
Subject : (36) ( ¢ )Statistics (Special)
Paper Il : Practical
Notes: 1. Students must complete all the practicalsarhegyaper to the satisfaction of the
teacher concerned.

2. Students must produce at the time of pracéigamination the laboratory journal
along with the completion certificate signed by Head of the Department.

3. Use of computer software whenever possiblesteritouraged.

Preparation by Internal Examiner for Section | : Online examination:

(2) Keep at least 4 computers with latest conigon ready with battery backup and
necessary software at the examination laboratory.

(2) Trivariate and bivariate data set of 10 tat2ths be fed in computer MSEXCEL
spreadsheet (Trivariate data set for multiple regjom plane) before the commencement of
examination. Appropriate data set for time seril@sear, quadratic, exponential trend fitting,
exponential smoothings be entered in spreadsheet.

3) Any other type of data required for time tmé also be entered in computer
spreadsheet.

Instructions to Examiners :

(2) Students are not expected to fill data itebth@time of examination. They are
expected to use MSEXCEL commands to operate onsgatahich are already fed.

(2) The question on section | are compulsory &edetis no internal option.

3) The commands of the nature attached in specareto be asked, so that the total
marks of all asked commands will be exactly 10.

Objectives :

1. To fit various discrete and continuous probgbdistributions and to study
various real life situations.

2. To identify the appropriate probability mod#lat can be used.

3. To use forecasting and data analysis techniquesse of univariate and
multivariate data sets.

4, To use statistical software packages.

5. To test the hypotheses particularly about mearnance, correlation, proportions,
goodness of fit.

6. To study applications of statistics in thedief economics, demography etc.

*kkkkkkk
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Paper Il Practical

Sr.No. Title of the Experiment
1. Fitting of multiple Regression planes (also usi¥CEL/SPREAD SHEET)
2. Computation of multiple and partial correlation ffméents.
(also using MS-EXCEL/SPREAD SHEET)
3. Fitting of Poisson distribution (also using MS-EXOEPREAD SHEET).
4. Model sampling from Poisson and Geometric distidng.
5. Fitting of negative binomial distribution
6. Fitting of Normal distribution (also using MS-EXCEBPREAD SHEET)
7. Model sampling from normal and exponential disttibn
8. Index numbers |
9. Index numbers Il
10. Time series |
11. Time series I
12. Stratified sampling |
13. Stratified sampling Il

14. Control charts for variables{ and R chart)
15. Control charts for attributes (P)

(i) sample size fixed (i) sampleesiariable.
16. Control chart for number of defects (C-chart)
17.Large sample tests for means and Z transformaéilsio (1sing

EXCEL/SPREAD SHEET)
18.Large sample tests for proportions (also using

EXCEL/SPREAD SHEET)
19.Tests based on Chi-square distribution I(also using

EXCEL/SPREAD SHEET)
20.Tests based on Chi-square distribution 1l (alsagisi

EXCEL/SPREAD SHEET)
21.Tests based on t distribution | (also using

EXCEL/SPREAD SHEET)
22.Tests based on t distribution Il (also using

EXCEL/SPREAD SHEET)
23.Tests based on F distribution (also using

EXCEL/SPREAD SHEET)

24.Selection of some problem for minor research,foatiah of hypotheses,sample
design,preparation of questionnaire,collecbbdata, analysis testing of hypotheses

and conclusions.Brief report writing by thaedents.

Note: (1).Computer print outs are to be attached tgdabeal for the experiment Nos.

1,3,15t0 23
( 2). Knowledge of MS-EXCEL/SPREAD SHEHTosld be tested on
computer at the time viva-voce.

(3). Laboratory Equipmentsgddoe well equipped with sufficient number of
electronic calculatorslat least 4 computers with latest configurati@mmg with

necessary software,tersn and UPS.

*kkkk
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S.Y.B.A.
Subject - (37) MATHEMATICAL STATISTICS (GENERAL)

Note: (1) Mathematical Statistics can be offered only as General
Level Subject.
(2) A student of the Three-Year B.A. Degree course offering Mathematical
Statistics will not be allowed to offer Applied Statistics in any of the three years of
course.

TITLE : DISCRETE PROBABILITY DISTRIBUTIONS AND STATISTICAL
METHODS
FIRST TERM

Pre-requisite : Convergence of sequences and series.
1. Discrete Probability Distribution (A51L)

1.1 Countably infinite sample space : Definitidhystrations.

1.2 Random variable (r.v.) defined on infinite gdenspace, probability mass
function (p.m.f.), cumulative distribution functigo.d.f.), properties of c.d.f. (without
proof), median, mode, probabilities of events eaab random variable.

1.3 Expectation of discrete r.v., expectationusfdtion g(J of r.v., application of the
result to find raw moments and central momentso(dBtorder), factorial moments
(upto 2% order), Properties of expectation.

1.4 Bivariate discrete random variable or veckyrY) taking countably infinite
values : Joint p.m.f., c.d.f., properties of c.dithout proof, marginal and conditional
distributions, independence of two r.v.s. and xteesion to several r.v.s.,
mathematical expectation.

Theorems of expectation : (i) E(X + Y) = E(X) €Y, (ii) E(XY) = E(X).E(Y) for
independent r.v.s. and generalization of theseréme® to k variables. Expectation of
function of random vector g(X, Y). Joint momentsoodler (r, s). Cov (X, Y),
Corr (X, Y), Var (aX + bY + c¢). Conditional expetions and variance, regression
coefficient using conditional expectation if itadinear function of conditioning
variable. E E(X|Y =y) = E(X).

1.5 Moment generating function (M.G.F.) : Defiaiti properties, theorems on MGF.
() Mx(0) =1, (ii) M.G.F. of aX + b, (iii) M.G.F. of X Y if X and Y are independent
r.v.s. Generalization to sum of k variables, (i\)i¢leness property (without proof).
Moments from M.G.F. using (i) expansion methadl differentation method.

MGF of bivariate r.v. : Definition, M.G.F. of mginal distribution of r.v.s. properties
() M(t1, t) = M(0, &) M(t, 0) if X and Y are independent r.v.s.,

(1)) My (1) = My, v (t, t), (iii) Mxsy (t) = Mx(t) CMy(t) if X and Y are independent.

1.6 Cumulant generating function (C.G.F.) : Deiom, properties (i) effect of change
of origin, (ii) additive property. Relation betweeamulants and moments (upto order
four).

14



2. Standard Discrete Distributions (21L)
2.1 Poisson Distribution : Notation : X ~ P(m).

—m X

P.m.f.:P(X= x)—e N

=0,elsewhere

(support) x=0,1,2...; m>0.

Nature of p.m.f. Moments, M.G.F., C.G.F., meamnjarece, skewness, kurtosis, mode,
additive property, recurrence relation betweemally moments (ii) central moments,
conditional distribution of X given X + Y where Xd Y are independent Poisson r.v.s.
real life situations.

2.2Geometric Distribution : Notation : X ~ G(p),
Pmf :PX=x)=p§,x=0,1,2,...; 0<p<1l,g=1-p

=0,otherwise
Nature of p.m.f. Mean, variance, distributiondtian, lack of memory property.
Distribution of X + Y when X and Y are independethistribution of min (X, Y)O
(M.G.F., C.G.F. to be studied with negative bindndiatribution). Alternative form of
geometric distribution on support (1, 2, ...), rdal situations.
2.3\egative Binomial Distribution : Notation : X ~> NB (k, p).
P.mf.: P(X=x) X+)‘: 1) g . x=0,1,2..
O<p<1l g=1-p
=0, otherwise

Nature of p.m.f. negative binomial distributionawaiting time distribution. M.G.F.,
C.G.F., mean, variance, skewness, kurtosis (reacereelation between moments is
not expected). Relation between geometric and iveglinomial distribution. Poisson
approximation to negative binomial distributionalréfe situations.

3. Time Series : (81L)
3.1 Meaning and utility of time series
3.2 Components of time series; trend, seasonaltiars, cyclical variations, irregular
(error) fluctuations or noise
3.3 Methods of trend estimation and smoothiny m@ving average, (ii) curve fitting
by least square principle, (iii) exponential smaogh
3.4 Measurement of of seasonal variations.
()simple average method, (ii) ratio to movingeages method.
3.5 Fitting of autoregressive models AR (1) and (@R plotting of residuals.

4, Queueing Model : 4L
M/M/1 : FIFO as a application of exponential distriion, Poisson distribution and
Geometric distribution :
Inter-arrival rate X) service rate|(), traffic intensity p = A/u < 1), queue discipline,
probability distribution of number of customersguneue, average queue length,
average waiting time in (i) queue (ii) system.
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Second Term
Multiple Linear Regression and Multiple and Parial Correlation
(for three variables : (asL)
5.1 Notion of multiple linear regression, Yule'dat@mn (trivariate case — sample data

only).
5.2 Fitting of regression planes by the metholbas$t squares; obtaining normal
equations, solutions of normal equations.

5.3 Residuals : Definition, order, properties,ivigion of variance and covariances.

5.4 Definition and interpretation of partial regs®n coefficient ., units of
definition of multiple correlation coefficient; R.

5.5 Derivation of the formula for the multiple celiation coefficient, also in terms of
cofactors of correlation matrix.

5.6 Properties of multiple correlation coefficigntO < Rijx < 1,

(II)]RZ lij, Ri.jk = lik.
5.7 Interpretation of coefficient of multiple detenation Fi,—k as (i) proportion of
variation explained by the linear regression (iixR 1, (iii) Rjx = 0.  Adjusted lz-&
Residual plots, problem of multicolinearity intradion, introduction to stepwise
regression.

5.8 Definition of partial correlation coefficieni.
5.9 Derivation of the formula foj ¢, alsoin terms of cofactors of correlation matrix.

2
5.10 Properties of partial correlation coeffici@it-1< rijx < 1, (i) bjk bix =1,

Effect of partial correlation on regression estien
5.11 Introduction to odds ratio and logistic resgien with one regressor.

Tests of Hypotheses (A51L)

6.1 Statistics and parameters, statistical infexenproblem of estimation and testing
of hypothesis. Estimator and estimate. Unbiasacthasir (definition and illustrations
only). Statistical hypothesis, null and alternatiygothesis, one sided and two sided
alternative hypothesis, critical region, type logrtype Il error, level of significance, p-
value. Confidence interval.

6.2 Tests for mean of Ni(c?), o known, using critical region approach
() Ho:M=Ho Hi:p#Ho, Hi 1l >Ho, Hiip<Ho
(i) Ho:Ma=Wo, Hi:pa# WM, Hiips > o, Hil g <pp

Confidence intervals fqr andp; — .

6.3 Test Based Normal Approximation (Approximate tests}y Using central limit
theorem (using critical region approach and p valpgroach)
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Tests for proportion, P : Parameter in binomistrtbution with very large n.
(I) Ho:P=R, Hi:P£Py, Hi:P>Py, HH:P<R
(II) Ho:Pi=P, HH :PiZP, H:P>B, Hi:P<P
Confidence intervals for P and P P..
6.4 Fisher's Z transformation : Necessity of tfamaation :
Approximate tests : Tests for correlation coefficient of bivariate mal distribution.
() Ho:p=po, Hi:p#po, Hi:ip>po, Hiip<po
(i) Ho:p1=p2 Hi:p1# P2 Hi:p1>p2 Hiipi<po
7. Index Numbers (81L)
7.1 Consumers price index numbers : Consideratioits construction : (i) family
budget method (ii) aggregate expenditure method.
7.2 Shifting of base, splicing, deflating, purdngspower.
7.3 Chain base index numbers and fixed base indmbers.
8. National Income (7 L)
8.1 Definition of national income by (i) Marshdlii) Pigou, (iii) Fisher.
8.2 Different concept of national income (a) groational product (GNP), (b) net
national product (NNP).
8.3 Personal income, disposable income, per cajuitane, gross domestic product
(GDP), national income at market price, nationabime at factor cost, national income
at current prices, national income at constantegtic
8.4 Methods of estimation of national income amaldifficulties in methods.
(@) output method, (b) income method, (c) expenel method.
8.5 Importance of national income.

Books recommended

1. Hogg, R. V. and Craig, A. T. : IntroductionNtathematical Statistics (Third
Edition), Macmillan Publishing Co. Inc. 866, Thitddenue, New York 10022.

2. Gupta, S. C. and Kapoor V. K. : Fundamentalslathematical Statistic, Sultan
Chand and Sons, 23, Daryaganj, New Delhi 110002.

3. Mood, A. M., Graybill F. A. and Boes, F. ACljpaters II, IV, V, VI)
Introduction to Theory of Statistics (Third EditlpMcGraw — Hill Series G A 276, 1974.

4, Walpole R. E. and Mayer R. H. : Probability &tdtistics (Chapter 4, 5, 6, 8, 10),
Macmillan Publishing Co. Inc. 866, Third Avenue viN¥ork 10022.

5. Arora Sanjay and Bansilal : New MathematicatiStics : First Edition, Stya
Prakashan, 16/7698 New Market, New Delhi — 5 (1989)

6. Medbhi, J. : Statistical Methods, Wiley Eastktd., 4835/24, Ansari Road,
Daryaganj, New Delhi — 110002.

7. Mayer, P. L. : Introductory Probability and t8&tacal Applications, Addision
Weseley Pub. Comp. London.
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8. Kulkarni, M. B. Ghatpande, S. B. and Gore, S: Dommon Statistical Tests Satyajeet
Prakashan, Pune 411029 (1999).

9. Gupta, S. P. : Statistical Methods, Sultan @reard Sons, 23, Daryaganj, New
Delhi 110002.

10. Mukhopadhya Parimal (1999) : Applied Statstidew Central Book Agency,
Pvt. Ltd. Calcutta.

11. Goon A. M., Gupta, M. K. and Dasgupta, B. @R8Fundamentals of Statistics,
Vol. 2, World Press, Calcutta.

12. Gupta, S. C. and Kapoor (V. K. (1987) : Fundatals of Applied Statistics.  S.
Chand and Sons, New Delhi.

13. Sheldon Ross : A first course in probabiliBearson education publishers.

14. Neil Weiss : Introductory Statistics : Pearsducation publishers.

15. M. K. Jhingan : Macro Economic Theory : Vrindlablications Pvt. Ltd. New
Delhi.

16. R. D. Gupta : Keynes Post — Keynesian Econemialyani Publishers, New
Delhi.

17. M. L. Sheth : Macro Economics : Lakshmi-Narayaarwal education
publishers, Agra 3.

18. H. L. Ahuja : Modern Economics : S. Chand mitgrs, New Delhi.
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S.Y.B.A. Applied Statistics (General)
Note : (1) ‘Applied Statistics’ can be offered omrly a General level subject.
(2) A student of Three-Year B.A.ddee course offering ‘Applied
Statistics’ will not be allowed tffer ‘Mathematical Statistics’and
/ or ‘Statistics’ in any of the tlergears of the course.

Subject: (38) APPLIED STATISTICS (General)

Title : Applications of Statistics and Theory of Pobability.

FIRST TERM

1. Multiple regression plane, multiple and partialcorrelation coefficient

(using tri-variate data). (9)

1.1 Notion of multiple regression plane.

1.2 Given total coefficient of correlation (rij) dstandard

deviation 6) fitting of regression plane by the method of

least squares and finding estimated values.

1.3 Given sums, sums of squares and sum of sqohdeviations from respective mean etc.
fitting og regression plane, and estimatddesby the method of least squares and
finding the estimated values.

1.4. Notion of multiple correlation coefficient (i) partial  correlation coefficient (rij.k)
and its computations.

1.5 Simple examples and problems.

2.Index Numbers: (13)

2.1 Meaning and utility of Index Numbers, considerasi@mising
in the construction of index numbers.Weighded unweighted index numbers.

2.2Various types of index numbers (viz. LaspeyrescRaa
Fisher, Walsh, Marshall Edgeworth, DorbishaBey, Kelly).

2.3 Shifting of base, splicing, deflating, purchasirgyver.

2.4Examples and Problems.

3 Permutations and Combinations: (5)

3.1 Definitions of permutation and combination.

3.2 Relation between permutation and combination.

n+l

0] Cc=C (i) C+ C_:l: C Examples and Problems.

4 Probability: (15)

4.1 Concepts of a set.

4.2 Concept and definition of union, intersection obtsets,
complement of a set.

4.3 Concept of random experiment, sample space, event.

4.4 Definition of event, elementary event, certain dyen
impossible event, problems on sample spa@xte for a given random experiment.

4.5 Classical definition of probability.

4.6 Examples.

4.7 Probability model.

4.8 Axioms of probability.

4.9 Theorems of Probability (Explain through illustcats)

(i) P(A) + P(A)=1.
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(il) O<P(A) <1.

(i) P(®)=0.

(iv) If A OB then P(A)<P(B).

(v) P(AUB)=P(A)+P(B)-P(AB).

(vi) P(AUB) < P(A)+P(B).

(vii) Statement for 3 events for (v) and (vi)

4.10 Simple numerical problems.
411 Definition of conditional probability.
4.12 Deriving the formula for conditional probability.

4.13 P(A| B) when ACB or BCA or AB=®.
4.14 Theorem on P(AB).

4.15 Concept and definition of independence of two event

4.16 Pairwise independence and complete independercase
of three events.
417 Simple problems and examples.
5 Discrete Random Variable (r.v.) (6)
5.1 Definition of a discrete r.v.
5.2 Definition of probability mass function (p.m.f.) afdiscrete r.v.
5.3Examples.
5.4 Definition of expectation of a discrete r.v. angegtation of
a linear combination of discrete r.v. X.
5.5 Definition of variance of discrete r.v. X.
5.6 Examples.

SECOND TERM

6 Special Discrete Distributions (finite sample spage  (15)

6.1 Discrete uniform distribution: p.m.f. mean and aade.

lllustrations of real life situations where thistlibution can

be applied.

6.2 Binomial distribution : Notation X~B(n,p). p.m.fpean and

variance, additive property (derivations excluddditrations

of real life situations where the distribution das

applied. Computation of probabilities of eventatet! to

binomial r.v..

Special Discrete Distributions (Countably infinitesample space)

6.3 Poisson distribution : Notation X~P(m) p.m.f. ,mean and variance, additive property
(derivations excluded), lllustrations of real Ifguations where the distribution can be applied
.Computation of probabilities of events relatec@t®oisson r.v.

6.4 Simple examples and problems.
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7. Bivariate Probability Distributions: (14)
7.1 Definition of two-dimentional discrete r.v. ,jpsm.f.

7.2 Computation of probabilities of events in biage probability
distributions.

7.3 Concepts of marginal and conditional probapdistributions.

7.4 Independence of two discrete r.vs.

7.5 Definition of mathematical expectation of twimdnsional discrete
r.v.

7.6 Definitions of conditional mean and conditiomatiance.

7.7 Definition of covariance, correlation coeffiotep).

7.8 Examples and problems.

8. Time Series: (14)
8.1 Meaning and usefulness of time series analysis.

8.2 Components of a time series : trend , seasoyek and irregular.

8.3 Additive and Multiplicative Models.

8.4Methods of estimating seasonal components:

(i) Methods of averages

(i) Ratio to trend obtained by moving averages.

(i) Link relative methods

(iv) Ratio to trend by least square method.

9. Elements of Demography (5)

9.1 Introduction, need of vital statistics.

9.2 Mortality Rates: Crude Death Rate(CDR),StandaiDeath Rate (STDR)

9.3 Fertility and Reproduction Rates: Crude Birdtd2(CBR), General Fertility
Rate(GFR).,Age-specific Fertility Rate(ASFR).Tofartility Rate(TFR).Gross Reproduction
Rate(GRR), Net Reproduction Rate(NRR).

9.4 Examples and problems.

Books Recommended

1. Gupta S.C ,Kapoor,V.K. Fundamentals of Applied Staistics,Publisher
:Sultan Chand and Sonsd,New Delhi.

2. Goon,Gupta,Das Gupta,Fundamental of Statistics,Vdl. Punblisher
:Shripati Bhattachrjee for the World Press Pvt. Ltd,Calcutta.

3. Lipschutz : Probability and Statistics,Publisher Sbaum’s Outline
Series,New York.

4. Walpole,Myres:Probability and Statistics ,PublisherMcmillan Publishing
Co. New York.

5. Asthana B.N. and Srivastava S.S. : Applied Statists of India,Published

by Srivastava.
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Subject: (40) Statistical Pre-Requisites (Special)

The Courses in “Statistical pre-requisite” mayotfered only by candidates offering one
of the social sciences as their special subjettteaB.A. Degree examination.

The courses in “Mathematical/Statistical pre-redaf can not be offered by those who
offered any of the courses in the MathematicsiSies Groups for their B.A Examination.

First Term
Probability and Probability distributions:

1 Concept of probability

Computation of probability by direct enumeratiorcakes.

Theorems of total and compound probability.

Conditional probabilities and Baye’s theorem

Use of Difference equations in solving problemgabability.

Games of chance.

Mathematical expectation.

Standard distribution: Binomial Poisson. Negativedsnial. Logarithmic, hypergeomatric .
Normal. Their means and variance.

O~NOOUTA,WN

Second Term
Demography:
9 Measures of Mortality
10 Construction of Life Tables
11 Mortality Projections and Theories
12 Family Formation, Composition and dissolution
13 Measures of Fertility and Reproduction..

Reference Books
1) Uspensky, J.V. : Introduction to Mathematical Ptabty Chs. 1to V, VIII and 1X

2) Kendall, M.G. and Stuarr : Advanced theory of Stats, Vol. I, Ch. V., Allan
3) Mortimer Siegleman : Introduction to DemographysC#,5,6.8. and 9.
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